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Abstract—Cognitive radio (CR) networks will enable dynamic
spectrum re-use and thereby accelerate the adoption of high band-
width services in available licensed frequencies with better chan-
nel characteristics. However, the possibility of the licensed user
reclaiming the channel raises additional concerns on how best to
reserve resources for secondary users (SUs) that are likely to have
different qualities of service (QoSs) depending on their application
requirements. This paper addresses the problem of spectrum
resource management for co-located SUs with both streaming
and intermittent data by efficiently identifying the number of
backup channels that will ensure seamless end to end service. The
contributions of this paper are threefold: First, a comprehensive
analytical framework based on queueing theory is devised to
calculate the theoretical delay in accessing the spectrum depending
on the required QoS, with guidelines on how to optimize the set
of back-up channels for possible future use; second, a method of
spectrum allocation for SUs with these different QoS demands is
formulated, especially as they co-exist and affect the performance
of each other; third, a case study of applying these techniques in a
novel application area of wireless medical telemetry is presented.
Results reveal that the simulated spectral efficiency of the channel
allocation using our approach matches closely with our theoretical
predictions, within a 5% bound.

Index Terms—Dynamic spectrum access, channel allocation,
QoS, queuing, Markov chain.

I. INTRODUCTION

HE spectacular growth in wireless applications has raised

concerns on whether the current state of spectrum avail-
ability will scale proportionately. The unlicensed (ISM) bands
are being used by millions of wireless devices for streaming
video and essential data communication. Over the past few
years, consumers have transitioned from the 900 MHz to the
2.4 GHz band, and an increasing number of new product devel-
opments today target the 5 GHz ISM band. The effort to identify
additional wireless spectrum with markedly reduced congestion
has led to the radically different concept of cognitive radio,
wherein individual radios identify portions of the spectrum, and
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opportunistically transmit when the licensed or primary users
(PUs) are not currently active [1], [2]. When multiple differ-
ent secondary users (SUs) identify the same set of available
channels, the task of allocating them adequate portions of the
spectrum is a non-trivial task. Not only must the individual
quality of service (QoS) demands be met, but also the new
assignment of spectrum to one set of users may in-turn impact
adversely the performance of a different set of users that have
already been allotted the same portion of the spectrum. The key
questions that this paper aims to address are: i) under which
conditions must SUs be allowed to share spectrum, and when
must they be assigned completely exclusive spectrum? ii) what
must be the size of the spectrum chunks that can be allotted per
application? iii) how can SUs meet their QoS needs through
identifying an optimal amount of backup spectrum (note that
this spectrum is only marked for future use, and not reserved
right away), in case they are interrupted by the PU’s return?
Finally, To highlight the practical aspect of this research, we
present a case study of a practical problem that affects the
medical community in the Boston area. We demonstrate how
our approach can benefit the wireless medical telemetry service
(WMTS), through measurements and using stored traces of
spectrum usage from extensive spectrum surveys conducted at
hospital sites.

The motivation of our work stems from a need to have a
rigorous mathematical framework that considers the spectrum
usage activity of the PUs, the latency and bandwidth require-
ment of the SUs, and returns an efficient spectrum alloca-
tion scheme. At a high level, we devise separate analytical
formulations for streaming and non-streaming categories of
applications as in other works such as [3], [4]. Within each of
these categories, depending on the packet arrival rate at a given
node (7), the required bit rate (R), the link-layer successful
packet transfer time (), and the packet length (L) chosen for
the application, further grouping is possible. Before initiating
transmission, the SU informs the above four parameters to
the controlling BS, which undertakes a centralized resource
allocation and informs each SU which PU channel(s) must be
used to satisfy its required QoS. To meet the rate requirement
R, we utilize channel aggregation and find the best set of
contiguous PU channels, such that the cumulative bandwidth
suffices for that SU. To satisfy the delay requirement /, a critical
concern for both categories of applications, we use a priori
statistical knowledge of PU activity in terms of inter-arrival
and active (or “on” time). In our approach, each such group
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of SUs (constructed on the basis of similarity in the above
metrics) is assigned a precisely calculated number of backup
channels. The selection of the number of backup channels
is an important factor in our design—too few may lead to
long-term service disruptions, while too many make inefficient
use of the spectrum. Moreover, our model formulation has a
key difference from classical backup channel estimation for
cellular networks: here, the backup channels are only marked
for possible use on case the current channel of the SU is taken
away. Thus, these channels can be used by the PU at any time
on a higher priority-basis, or they can be the fall back option
for other SUs of the group who had to give back their initially
assigned spectrum to a returning PU in its default channel.

The specific contributions of our work are as follows:

* We cast the problem of active and backup channel al-
location for the streaming category as a 2-dimensional
Markov process having the properties of quasi-birth-and-
death (QBD) that ensure an appropriate bounded channel
access delay for streaming CR nodes. To the best of our
knowledge this is the first application of QBD for spectrum
allocation for time bounded real-time applications.

* A different Markov process based on an adapted version of
the original 802.11 distributed coordinated function (DCF)
model [5] is devised for non-streaming CR nodes. Unlike
the classical case where each node has similar channel
access rights, in our work, the PUs have priority of using
the channel. This changes the probability distributions of
the state transitions, and impacts the critical functions of
backoff, countdown, among others.

e Our method focuses on minimizing the overall spectrum
usage, and serving as many SUs as possible with their QoS
requirements met. It factors in a rich set of possibilities
including SUs with different QoS requirements, PUs with
varying activity patterns, and flexible channel boundaries.

* We demonstrate a new application area for CR, that
requires efficient utilization of the WMTS bands in a
medical environment composed of heterogeneous devices
with different bandwidth and QoS requirements. This band
covers the ranges 608-614 MHz (digital television or
DTV channel 37), 1395-1400 MHz (lower-L band), and
1427-1432 MHz (upper-L band), and is susceptible to
either interference or high priority traffic from DTV, util-
ity providers and government installations. The medical
telemetry applications must share these bands on a low-
priority basis, and thus, play the role of SUs.

The rest of this paper is organized as follows: We describe
the related work in Section II. Section III explains in detail
the analysis framework, and the channel allocation scheme.
Section IV describes a case study for medical telemetry using
our approach. Section V provides a comprehensive simulation
study, and finally, Section VI concludes the paper.

II. RELATED WORK

While spectrum sensing has received a lot of attention over
the past several years, the problem of QoS provisioning for
the SUs merits more research, as ultimately, applications will
drive future adoption of CR technology. For continuous traffic
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TABLE 1
LIST OF CHANNEL ALLOCATION WITH QOS
PROVISIONING WORKS IN THE LITERATURE
Reference | Allocation Objective Target QoS metric PU SU
heterogeneity | heterogeneity
[9]-[11] Call Droping Prob. Call Blocking Prob No No
[13] Fairness in Airtime Share Call Blocking Prob. No Yes
[4], [14] Spectrum Utilization Call Blocking Prob. No Yes
Our work Spectrum Utilization Blocking delay Yes Yes

generating SUs, and with exact knowledge of the channel gains
for the entire licensed spectrum and the PU activity in them,
a Markovian framework is presented in [6] that derives the
queueing delay performance of the SU packets. This approach
assigns SUs to channels on which they experience the best
channel gain, after which a PDF for packet delay for each SU is
derived. In [7], [8], call drop and call blocking probability in a
secondary network is studied via a Markov chain analysis and
based on exponential inter-arrival time of PUs. Along similar
lines, [9]-[11] formulate different call admission strategies
for ensuring that QoS, expressed in terms of call dropping
and blocking rate, is achieved. Through a Markovian analysis,
they minimize the dropping rate while attempting to meet a
user-defined call blocking rate constraint. For non-continuous
traffic, the transmission delay and packet drop performance
under unslotted CSMA/CA is analyzed in [12]. However, all
these works assume that there is identical statistical behavior
of the PUs on all channels, which does not reflect practical
observations.

In this paper we consider a general case with heterogeneous
PU activity in the licensed spectrum. Our model is further com-
plicated by considering different types of traffic—streaming
and non-streaming, each of which may have further fine-
grained requirements of latency, bandwidth, among other QoS
features. Our analytical work involves devising two different
Markov-chain based frameworks for these two traffic types. In
the streaming traffic, the average wait time for a streaming node
to access a free licensed channel is derived and matched with
the QoS-specified delay that serves as the permissible upper
bound. For the non-streaming traffic, the average wait time of
a single packet transmission is derived under the assumption of
CSMA/CA between multiple contending SUs. In summary, the
heterogeneous spectrum-usage and channel definitions, and the
inclusion of a spectrum allocation algorithm that ensures that
the user-specified QoS needs are met, differentiates our work
from the existing state-of-the-art. Table I lists other works in
the literature that propose joint QoS provisioning and channel
allocation with entries that marks their respective target QoS
metrics, the assumptions made on the heterogeneity of PU
channels and also the heterogeneity of SU demands.

III. SYSTEM MODEL AND PROBLEM FORMULATION
A. Network Model

In this section we describe the various network entities, de-
tails of the QoS assumptions, and the overview of our approach.
¢ Central BS: The BS accepts new data transmission re-
quests made by the SUs. Each node submits a QoS vector

in the form (v, R, ¢, L) to the BS. In this vector, -y indicates

the packet arrival rate of the nodes, assuming a Poisson
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Fig. 1. An example of channel assignment for 2 streaming nodes with 3
backup channels. Random PU arrivals and departures trigger SU channel
movements and the corresponding Markov process state transition.

arrival distribution. For the streaming case, -y is set to co.
Also R is the required rate, ¢ is the packet delay con-
straint and L is the length of each packet the node is
transmitting. The BS groups these requests based on their
QoS requirements. For e.g., the non-streaming nodes are
separated from their streaming counterparts. If nodes vary
in any one of these parameters, i.e., different arrival rates,
latencies, or packet lengths, they form their own individual
subset where all these requirements are the same for
the nodes of that particular subset. We assume that PU
arrivals and departures are accurately detected at the BS
and communicated to the SUs. The BS has the knowledge
of statistical PU arrival rates.

e Streaming SUs: Each SU for a given streaming group
is assigned its own channel since this channel will be
continuously utilized for streaming data. Hence, such a
node will not have to contend with any other SU nodes for
channel access. Despite this, the operation of the SU could
be disrupted when the PU takes over the channel. There-
fore, to guarantee the continuous operation of a group of
streaming SUs on their channels, a set of backup channels
is identified for the group. These backup channels will be
used by SUs when their own default channel is occupied
by the PU. Our approach identifies the number of backup
channels that needs to be assigned per group in such a
way that the average packet queueing delay for nodes
of that group is below that of the threshold specified in
the QoS vector. Note that these backup channels are also
contained within the licensed spectrum, and consequently,
may also be claimed by PUs. Hence, marking them of
future use does not guarantee their availability. We begin
the analytical formulation under the limiting assumption
of fixed PU arrival rates A and p for the default and
the backup channels, respectively, in Section III-B. We
relax this assumption in Section III-D, for the case of
heterogeneous PU arrival and departure rates.

e Non-streaming SUs: For non-streaming groups, multiple
SUs, provided they have the same QoS requirements,
are assigned to a single channel and allowed to contend
for the spectrum, provided long-term delay and packet
transmission rate threshold are met. For this, the number
of nodes assigned to a given channel, and using classical
CSMA/CA at the link layer, must be carefully decided, as
we show in Section III-C.
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B. Delay Analysis for Streaming Type Allocation

For a network composed of M streaming nodes, we need to
identify the lowest number of backup channels N, such that
the affected streaming node is ensured continuous use of the
spectrum with average delay below or equal to £. In determining
N, an underestimation results in an increase in the blocking
probability for the streaming nodes, while an overestimation
results in inefficient use of the spectrum. If a node’s main
channel is occupied, and all NV channels are busy, then it must
await in a queue for either one of the backup channels or its own
original channel to become available. Our approach involves
modeling this system as a queueing problem, where the M
nodes are customers that randomly arrive at a queue serviced by
N backup channels as servers. Considering the delay constraint
¢ of the QoS vector, the mean queueing time must be kept below
this threshold.

Since the number of available backup channels (here, servers
in the queueing problem) is varying owing to the random
arrival and departure of PUs on these channels, we model the
problem with a two-dimensional continuous-time Markov pro-
cess with sate space S = {(m(t),n(t)) : 0 < m(t) < M,0 <
n(t) < N}, where m(t) is the number of nodes out of their
original channel due to PU presence and either seeking a
backup channel or operating on one (i.e., nodes that had to
vacate their earlier default channel), and n(t) is the number
of backup channels not occupied by PUs (they may, however,
be used by SU nodes) at an arbitrary time ¢. Fig. 1, shows
an example, with a network of M = 2 SUs assigned with 2
default channels—channel 1 and 2 shown in the top half of
the figure. There are 3 backup channels-channels z, y, and
z shown in the bottom half. The notations in the parenthesis
denote the current state of the system. For e.g., in slot [to, t1],
the channel 1 is used by the PU (thus displacing SU 1), while
SU 2 still has access to channel 2. Since one SU is out of its
default channel, m(0) = 1. Looking at the backup channels, we
find that SU 1 is using channel z, while channels y and z are
occupied by other PUs. Hence, the number of backup channels
not used by PUs is n(0) = 1. Thus, the state at time ¢, is defined
as (1,1).

Upon arrival of a PU on its default channel the affected SU
will switch to any available backup channel (see instants ¢1, tg
in Fig. 1). On the other hand, if the default channel becomes
available (even if the SU is operating on a perfectly fine backup
channel) it immediately resumes using it. For e.g., in instant
ts, when the PU vacates its default channel 2, the SU 2 leaves
the backup channel z and returns back to channel 2. If the
SU is dislodged from its own default channel and no backup
channel is available, it will wait in the queue until one of them is
available. For e.g., at time ¢1, SU 2 vacates its default channel 2,
and all other channels are either occupied by the PUs (default
channels 1 and 2, and backup channels y and z) or by other SUs
(backup channel x). Thus, it must now enter into a wait state,
behind any already existing SUs in the wait queue.

Assuming a fixed Poisson PU arrival rate \ and departure
rate \,, for all M default channels, and ;2 and pi,,,, as the corre-
sponding rates for all N backup channels, our two-dimensional
Markov process is shown in Fig. 2.
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Fig. 2. Finite quasi-birth-death process representing M main channels with
PU arrival rate A and PU “on” rate Ao, and /N backup channels with PU arrival
rate 1 and PU “on” rate with pion.

Starting from the state (0,0), any one (out of IN) backup
channels can become available for use if the PU exits, which
occurs with the rate IV p,,,. Likewise, the arrival of a single PU
(with the rate ) will result in the transition to state (0,0) from
state (0,1). Similarly, the chain can be extended to the terminal
state (0, V) in the horizontal plane, and the state (M, 0) in the
vertical plane. In general:

o the transition rate to state (i + 1, j), i.e., when a streaming

node requests a backup channel, is (M — 7).

o the transition rate to state (i — 1,7), i.e., when a node
currently served by a backup channel, or in the queue
waiting for one, reclaims its own default channel due to
PU leaving, is iAoy,

o the transition rate to state (¢, j — 1), i.e., a backup channel
becoming free for use, is jp.

* the transition rate to state (i,7 + 1) or a backup channel
becoming occupied by the PU, is (N — j)tton.

The Markov process of Fig. 2 has all the properties of a quasi-
birth-and-death (QBD) process [15] where it has M levels
and NN phases at each level. It is straightforward to show that
the transition matrix ) of the QBD process in Fig. 2 has the
following form:

A9 AP o
A A Al o

o A A

0 A.gM) AgM)
where each of the matrices Aék), A(lk) and Agk) are given as

Aék) =(M — k)M (n11y,

AP =7 4 AP,

AP = —((M = E)A + kAon) I vy,
AP = kA onI (1)
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T is the transition matrix specific to each level of the two
dimensional Markov process:

*N ,LLon N ,Ufon

kp  —kp—(N—=k)pon (N —FK)ion

Np —Np

and I 1) is the identity matrix of size (N + 1)-by-(N + 1).
Matrix @ represents an inhomogeneous (level-dependent) finite
QBD process since arrivals to and departures from level k
depend on £ (in this case it is a function of k). Since the prop-
erties of this type of Markov process are relatively unexplored
because of its generality [16], no closed form expression for the
steady state probability vector exists. In other words, to obtain
the steady state probability vector II, the set of equations given
by I1Q) = 0 and normalization condition ) _; ; ; ; = 1 needs to
be solved. However, several numerical algorithms are proposed
to accelerate the computation of stationary distribution of the
process [17] that can be used for faster convergence. The
irreducibility of matrix @ is trivially deduced, and therefore,
a steady-state probability vector II exists. The set of equations
given by II() = 0 and normalization condition EZ iy =1
for our QBD process can be expanded as the following:

o7 + oA + 11,40 =0,

oA + 1,7 + 11, A + 11,40 =0,
kalAékfl) + 11, T + HkA,(f) + Hk+1Agk+1) =0,

k=1...M—1,

HMAA(()M_H + T+ HMAﬁM) =0,
M N

St

i=0 j=0

]-_-[i - (7Ti70,7T1;717.-.,7Ti7N). (1)

By solving this set of equations, the average length of the
queue can be simply calculated as the following:

L= (i—j)m;. 2)

i>7

Equation (2) shows that there will be nodes waiting in
the queue (hence contributing to the queue length) when the
number of nodes forced out of their original channels is more
than the number of available backup channels.

Subsequently, by using Little’s Law, the average waiting time
in the queue is obtained:

wel_ R— G
)\e Ei,j (M - Z)Aﬂ-i,j + ZiZj JHonTi,j

Above ). is the effective queue arrival rate, i.e., the rate
at which nodes join the queue to get served by a backup
channel. The rate expression has two parts as shown in the
denominator in (3). The first part is the queue arrival rate from
nodes requesting a backup channel right after PU arrival at their
main channel (¢; instance in Fig. 1). The second part concerns
a node that is already operating on a backup channel. but has
to leave it and wait its turn in the queue because the PU arrives
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at this specific backup channel, and no other backup channel
is immediately available (for e.g., the t3 instance in Fig. 1,
where SU 2 is operating on backup channel z, and this too gets
claimed by a returning PU).

The above formulation is specific to the case when fixed PU
arrival and departure rates are assumed for each of the set of
default and backup channels. For a general case of unequal
PU arrival and departure rates for all of the main and backup
channels, any mathematical analysis become intractable as for
arbitrary values of M and N a representation of any Markov
process can not be easily conceived. This is due to exponential
increase in the number of states as M and N increase. In
fact, it is proved in [18] that the general problem of job-
server queueing with any number of servers more than two,
when servers go out of service (as in our case) with hetero-
geneous rates is mathematically intractable. In Section III-D,
by using the same formulation, we solve the general problem
of heterogeneous arrival and departure rate by means of an
approximation algorithm.

C. Delay Analysis for Non-Streaming Type Allocations

We let non-streaming nodes share a channel, as they do not
transmit continuously. Though this improves spectrum utiliza-
tion efficiency (compared to issuing each node a dedicated
but seldom accessed channel), the need to ensure that packing
excessive number of these SUs within a channel does not lower
the performance below their QoS threshold. Formally, given a
maximum possible transmission rate I for a given PU channel,
with the PU arrival rate of A\, the maximum number of nodes
K that can be serviced in that channel needs to be calculated.
We assume that all these nodes have the common QoS vector
(v,R, ¢, L).

* [EEE 802.11 DCF preliminaries: In the 802.11 DCF
model, a CSMA/CA mechanism is employed. Each node
with a packet to transmit contend with other nodes for
channel access during a contention window. The con-
tention period starts when the nodes senses the chan-
nel Idle for duration of Distributed Inter-Frame Spacing
(DIFS) as defined in IEEE 802.11 standard. Then, a back
off timer is initially set with a randomly chosen time in
the range [0, W] and starts counting down. At the end of
each slot time of the backoff timer, the node senses the
channel and if it detects a transmission on the channel, it
freezes the timer until the transmission is over. When the
timer hits zero, the node attempts a packet transmission
which may be successful (with an ACK is received before
ACKTimeout time) or result in a collision with other
transmissions on the channel (No ACK). If the transmis-
sion is succcessful, the receiver of the packet tries sending
an ACK message to the transmitter node after a duration
of Short Inter-Frame Spacing (SIFS), which is the time
needed for a node’s radio to switch from receiving mode to
transmission mode. In case of a collision, the node doubles
the range of backoff window, i.e. [0, W;] where W = 2W
and repeats the contention process. This process will go on
in case of further collisions each time doubling the range
up to mth stage so that at stage i, W; = 2!W. After the
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mth stage, the contention window range will not increase
further. The contention process continue until the packet is
successfully transmitted.

e Qur revisions to the 802.11 DCF model: We revise the
Markov processes described in [5], [19] to capture the
behavior of such a network by incorporating the presence
of the PU in the network. Therefore, collisions in the
network are caused either with PU or other SUs attempting
transmission at the same time. The fundamental assump-
tion in [5] is that the probability of a packet encountering
a collision p, after a transmission attempt is fixed over
time and independent of the transmitting node. Even with
the presence of PU in our revised model, this assumption
holds true, for the SUs, since PU transmission equally
affects the activity of all nodes, e.g. freezing their back-
off counter. This does not violate the assumption that the
probability of transmission attempt 7 and probability of
collision p for each node is independent of that of others.
However note that the dependence of any SU transmission
attempt on the PU transmission, of course, remains. Based
on derivations given in [19], 7, the probability that an arbi-
trary node starts transmission at a randomly chosen slot is:

_ 2(1—2p)q

q[(W+1)(1=2p) +Wp(1- (229)’”)]+2(1—Q)(1—p)(1—21(9‘)1)
where ¢ is the probability of having packets to transmit.
In the following, we provide our extensions to the model
in [19] with revised formulation of the variables used in
(4) taking the PU activity into account in network of K
SUs. The probability of collision for any node either with
(K — 1) other nodes or the PU is given as follows:

T

p=1—(1-7)K11-P,). 3)

P,,, is the probability of the arrival of PU with Poisson arrival
rate A during a time necessary for a node transmission to be
successful (T) and is simply given as:

P, =1—e? (©6)

Probability ¢, which is the probability that there is at least
one packet to be transmitted at each slot, can be approximated
with the following relation as a function of v, specified by the
QoS vector [19]:

g=1—e"", (7

FE is the average slot time spent by the channel in any
state including an idle-channel slot, successful transmission
(T%), SU collision (77), or PU-SU collision (77 ), which results
in interference to PU. The idle state includes both fixed slot
time with length o during which the nodes decrement their
backoff counter and also the times of PU appearance on the
channel which freezes the back off timer for all SUs. Now, F is
given as:

E,=(1—e?9) <A1n + cr) +e?{(1-P)o

+ PP, T, + P Pr. T + Pt(]. — P, — P[)Tl} . (8
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In the above, the first term indicates a fixed backoff slot dur-
ing which a PU appears on the channels. This state occurs with
probability 1 — e~ and lasts for ((1/\,y,) + o) in average.
In case of no PU activity. In case of PU appearance, either an
idle (no activity on the channel) or SU transmission attempt
can occurs where the latter takes only o and the latter will
take T, 17, and 1 in case of successful transmission, PU-SU
collision and SU collision respectively. Each of these occurs
with the following probabilities: P; is the probability that at
least one node attempts a transmission at an arbitrary slot, P
is the conditional probability that a given packet transmission
on the channel is successful, and P is the probability that any
transmission attempt of SUs collide with the PU. Clearly, the
complement of sum of P; and P; will indicate the probability
of SU collision. These probabilities are given as

P,=1-(1-7)K, ©)
Kr(1-7)k"1(1-P,

PS — T( T) ( On)’ (10)

Py

Pr =P, (11)
L Lack

T, =4 +SIFS + + DIFS, (12)
L 1

Tr = — 1

=55 + Y (13)

T, = L + AckTimeout. (14)

Here, L is the packet length, R is channel rate and
AckTimeout is the permissible timeout duration for the ac-
knowledgement to arrive. For fixed K (number of contending
SUs on the channel) and known W (initial backoff length)
and m (number of backoff stages), values of 7, p, and ¢
can be obtained numerically by solving the nonlinear system
of equations comprising (4)—(14). Finally, the mean packet
transmission delay is derived as below [20]
> 9min(i,m) _ >
A=) %ﬁ& +Y ip' (1= p)Th + T

i=0 i=1
This can be simplified to

A_ES[W(QP) -1 wWEm 2
2 2p—1 21-p 2—p

P
1-p

T,+Ts.
(15)

Using the above derivations, we find the solution to the problem
of how many nodes with a given QoS vector may be assigned to
a single channel. We formulate a simple optimization problem
that maximizes K for a given channel (and repeated over multi-
ple channels) such that A < /, using the expression from (15).

To constrain the amount of interference to PU, we assume
the probability of SU-PU collision can not exceed a threshold
Py, or we need Pr < Py, Using (11) and (6), this inequality
can be simplified as

nE

(16)

Using (12) and assuming fixed L, for all nodes from any QoS
class, we obtain a constraint on the packet length L of SUs
operating on the channel:

_prpg - Lack

LgR(llog

—SIFS ). (17
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TABLE II
LiST OF NOTATIONS USED IN FREQUENCY ALLOCATION ALGORITHM

Symbol [ Definition |

s Number of PU channels required for a request in the range smin, ---; Smax
He PU arrival rate histogram of all channels of length s

34 Set of current channel allocation requests by nodes

we Set of all streaming requests for channels of length ¢

str
° Sct of all non-strecaming requests for channcls of length ¢

Set of all requests of for channels of length ¢

Set of delay components of the QoS vector for all requests in set ¥

nstr
c

o)

The above inequality will set a constraint on the type of QoS
classes that be allocated to certain PU channels. We will use as
a metric in our channel allocation algorithm in the next section.

D. Frequency Allocation Algorithm

In the previous sections, we obtained the formulations for
deriving the analytical QoS, given a set of licensed chan-
nels that the SUs use. In this section, we describe a greedy
heuristic algorithm that is used to allocate channels, assuming
heterogeneous PU behavior in them, to the SUs such that their
QoS thresholds are met. The general class of such resource
allocation problems are NP-hard [21], and hence, we seek a
low-complexity heuristic approach.

At first, we present Algorithm 1 that allocates channels to
streaming nodes using the analysis of Section III-B. Then,
we propose Algorithm 2 for non-streaming nodes based on
the analysis given in Section III-C. Finally, Algorithm 3 uses
Algorithms 1 and 2 to allocate available channels to input
nodes of various types and QoS requirements. Table II lists the
notations used in the presented algorithms.

Algorithm 1 Allocating spectrum to streaming nodes with
required delay ¢ and s PU channels

1: function allocate_streaming (m, s, ¢, Hs)

2 while m > 0 do

3 set M = min(|by|,m), A = A1, \,,, = Ao

4 while M > 0 do

5: for each b; in H s in ascending order do

7 =, prop = pl,.

8 if W(M, N;y A\, Aons 14, fton) < £ then

9 Search for smallest subset of b; with size
Nope that W (M, Nopi, A, Aon,s 1, thon) < L.

10: Allocate M ch. in by and N,y ch. in b;
as backup to M out of m nodes.

11: m=m— M.

12: update H.

13: Break

14: else

15: Increment 7 and Continue search.

16: end if

17: end for

18: if no set of ch. were found so that D < ¢ then

19: decrement M.

20: end if

21: end while

22: end while
23: end function
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Algorithm 2 Allocating spectrum to non-streaming nodes with
required delay ¢ and s PU channels

1: function ALLOCATE_NONSTREAMING (n, s, ¢, L, H.)
2 1= 1.

3 while n > 0 do

4: A=A, Aoy = ACL

5: it N'(\, Aon, £, L) > 0 then

6: I = min(N(\, A\on, £, L), )

7 assign [ nodes of n to ¢;.

8
9

n=n-—1
: update #°.
10: end if
11: Increment 7.

12:  end while
13: end function

1) Algorithm 1 for Streaming Nodes: To allocate channels
to m streaming nodes in the same QoS class, we utilize the
analytical model given in Section III-B to find m main channels
of length s and a minimal number of backup channels so
that their delay requirement ¢ is met. However, that model
demands channels with identical PU arrival rate A\ and PU
departure rate \,,, for the main and also for any potential set of
backup channels. Therefore to deal with spectrum of channels
with heterogeneous arrival and departure rates A and \,,, we
construct a 2-dimensional histogram out of all A and \,,, values
of the existing channels. The PUs that are placed within a
histogram bin of width wp; and wys (for the given range of
A and )\,, values) are treated to have alike PU arrival and
departure rates. In this regard, the arrival and departure rates
of the channels in the same histogram bins are approximated to
the upper bound arrival rate and lower bound departure rate of
than bin (worst case for all the channels of the same bin).

Formally, let the minimum and maximum PU arrival rates
in the set of all existing channels be A™" and A\™2% respec-
tively. Also let A™™ and A\®* be the respective minimum
and maximum PU departure rates. Fixing the bin widths at
wyy and wp, wWe get By = [(A™&X — \min) /. and By =
[(Amax _ \min) /o5 each being the number of x-axis and y-
axis bins of the histogram respectively.

Our proposed algorithm for streaming nodes works on the
2D-Histogram H.. as its input. It determines the systemic order
in which groups of channels are chosen from #H. as main
channels and backup channels and then assigned to groups of
streaming nodes. Given m streaming nodes, our algorithm per-
forms with a greedy allocation strategy, starting with the bins
indicating least PU activity (best channels for SU operation)
that have the smallest arrival rate A and the largest departure rate
Aon- Thus, we start from the upper left corner of the histogram
and sweep all the bins in the zig-zag order, shown in Fig. 3(a).

As some bins are empty and do not contain any channels
with matching A and \,,, ranges, the algorithm finds the first
non-empty bin in the order of bins determined in Fig. 3(a). At
the beginning of each iteration, the algorithm starts with the first
non-empty bin, and without loss of generality, we refer to such
a bin as b, and the number of channels in it as |by|. At start,
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Fig. 3. (a) Traversing order of the 2D-Histogram during allocation. (b) A

histogram Hg shown with PU arrival and departure shown in one dimension.
PU channels are aggregated with s = 3 to form the histogram.

Ar=max{A(n),A(n+1),A\(n+2)}
Agn = min{Aon (n), Aon(n + 1), Aon(n +2)}

Algorithm 1 (line 1) considers the allocation of M channels
as main channels, namely the minimum of m, which is also
the number of given nodes and number of channels in bin by,
or M = min(m, |by]). It then searches for the appropriate set
of backup channels on the histogram that satisfies the delay
requirement ¢ for M default channels, based on the analytical
formulation of Section III-B.

To find the best choice of a set of backup channels for the
selected M main channels, we iterate over the remaining bins
of the histogram starting from b; onwards (lines 5-17). At the
ith iteration, we set N; = |b;|. We also refer to (3) as D =
W (M, N;iy A\, Aons 14, Lon ) Which returns the mean delay for M
default channels with arrival and departure rate (A, A, ), and
N; backup channels with representative arrival and departure
rates (i, fton) of bin b;. If D > ¢, we continue the iteration
over next bin b; 1. If D < £. Then, bin b; contains a potential
set of backup channels for the M main channels in b;. In this
case, the smallest subset of channels in b; that satisfies the delay
requirements for M nodes needs to be found. For this purpose,
a binary search is performed to find an N,,; < N;. When a set
of feasible and optimized main and backup channels with mean
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delay D < /s found, the histogram is updated to exclude these
channels as they are allocated. The same process is repeated
for any remaining set of m — M given nodes. If at the end of
iterations, no bin with potential set of backup channels is found,
we decrement M and repeat the iterations until a set of backup
channel is found for M main channels in b;.

As the complexity of algorithm 1 is dependent of distribution
and range of the histogram, the QoS requirement of SUs and
specific results of the analytical model, it is challenging to com-
pute a general average complexity for it. However, the worst
case complexity of algorithm 1 can be obtained as follows:
In the worst case, all the histogram bins are searched for a
feasible solution and this feasible solution is always found in
the last bin. Let the total number of channels be P and the
total number of bins be H = B;Bs, as B; and By defined
earlier. Also the complexity of solving set of n linear equations
using Gaussian elimination is O(n3) [22], therefore to solve
(1) for ¢ main and j backup channels, we have a complexity of
(i +1)3(j + 1)3. Considering a uniform histogram (again the
worst case in search for channels), the number of channels in
each bin would be:

P
P1=P2:---=PH:E.
Then, the complexity in the worst case can be easily shown

to be O(P7):

(18)

(i +1)°(G +1)°
i=1 j=Py,...,Py
1 P\*'((P\* [P\’ P\?

= 4(H 1)<H) ((H) +6<H) +13(H) +12> .

2) Algorithm 2 for Non-Streaming Nodes: Given n non-
streaming nodes, similar to algorithm 1, a 2D-histogram of
nodes is used and channels are picked by traversing the bins
of the histogram as shown in Fig. 3(a). Based on the results of
Section III-C, one channel can be allocated to several nodes.
Therefore, at each bin of the histogram b;, each channel c is
examined with (17) to check whether it can operate on than
channel given the packet length L in its QoS vector and then
the number of nodes it can accommodate so that their delay
¢ is satisfied is determined. Here, we refer to such quantity
as n = N(X\, Aon, £, L), which is obtained by doing a binary
search over range [0, n] and using (4)—(15) to find the maximum
number of nodes 7.y, a channel ¢ can be allocated to. We
iterate over bins and the channels within bins as long as any
nodes are left and for each channel, we allocate as many nodes
out of n as possible (see lines 4—14 of Algorithm 2). Then,
the allocated channel is removed from the histogram and the
remaining number of SUs is also updated. This procedure
continues until all n SUs are accommodated.

The worst case complexity of the algorithm, since it iterates
over all channels, is O(PE log n), P being the number of chan-
nels. Also logn is due to the binary search that is performed
to find the maximum number of nodes that can allocated to
each channel. This is multiplied by £, which is the complexity
of solving the non-linear equation obtained from (4)—(15) for
number of nodes during the binary search.
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3) Algorithm 3 for General Nodes: Algorithm 3 uses the
previous algorithms to allocate nodes from various QoS classes,
namely various rate and delay requirements. For nodes that
need higher bandwidth than a single PU channel, multiple
contiguous PU channels can be aggregated to ensure sufficient
available bandwidth is sufficient for the required rate. Let U
denote a set of nodes that need s aggregate channels to satisfy
its data rate. Also W7 is a subset of ¥, with only non-
streaming type nodes. Equivalently, W$'" is for streaming type
nodes. We also refer to /(W) as the set of delay values in the
QoS vector of nodes in set W .

Algorithm 3 Frequency allocation algorithm

1: for s = Spax tO Spin do
2: Let 3, and U7, be sets of streaming and non-

streaming nodes with s required bins.

30 Dy =40(9%,), Ds={l1,.... 0}, (1 <--- < U

4 Dp=l(T5,), Dn = {0y, 0}, 0 < < L,
5: Form H of the available channels of length s.

6: for j = 1togdo

7: allocate_nonstreaming (|W5,.,.(¢;)|, s, €5, L, H.s).
8: end for

9: for i = 1to pdo

10: allocate_streaming (|5, (¢;)|, s, i, Hs).

11:  end for

12: end for

At first, requests are sorted in descending order based on
the required number of PU channels s. This sorting will be
independent of the streaming or non-streaming nature of the
requests and their delay requirements. The channel allocation
procedure begins with the maximum s = sy, and is repeated
for descending values, down to minimum s = Sy,i,. Starting the
allocation from sy, is aimed towards minimizing the number
of unused fragments at the end of allocation procedure for
efficient use of the spectrum [23], [24].

At each iteration over values of s, the set of delay values for
each of the U5'" and W"5'" are formed and sorted in ascending
order. In the next steps, non-streaming and streaming requests
of U? are processed respectively by algorithms 1 and 2 with
ascending order of their delay requirement. In other words, the
nodes with lower delay requirement are allocated first due to
their stricter QoS. Also at each iteration, we choose to allocate
non-streaming nodes prior to streaming ones due the additional
constraint for the packet length L of non-streaming QoS given
in (17).

To construct H, the entire available spectrum must first be
divided in channels of length s, and the availability of each
channel, with respect to its allocation status, must be evaluated.
An intuitive example of this concept is shown at the lower
part of the Fig. 3(b) where s = 3. For each aggregate channel
of s PU channels, the overall A would be the maximum of
all A values of individual PU channels. Moreover, the overall
Aon for the channel will be the minimum of all \,,, values,
as it indicates the rate at which the whole aggregate channel
is vacated by the PU. The overall A and \,,, for all aggregate
channels will be used in forming the histogram # .
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IV. WIRELESS MEDICAL TELEMETRY: A CASE STUDY
USING REAL-WORLD QoS CONSTRAINTS

In this section, we study a real world scenario where the
channel allocation framework of Section III is used to effi-
ciently solve the problem of dynamic spectrum allocation in
the WMTS bands. Although the FCC has allocated the WMTS
bands for medical use, there are several issues that impair
free access. First, there are no effective regulations protecting
medical telemetry in channel 37 from the harmful interference
caused by the power leakage from DTV transmissions in the
adjacent channels 36 and 38. In fact, there are many docu-
mented cases of interruptions in hospital communication due to
this DTV interference [25]. This adjacent channel interference
effectively narrows the use of this channel (that represents
almost 40% of all WMTS bandwidth). Given the critical nature
of hospital communication, this breach must be immediately
detected and corrective actions taken [26]. A second cause
for concern is the non-uniform access rights in the L bands.
Portions of these bands are shared by utility metering telemetry
and government radar installations, which have priority or
primary access right. Thus, the medical telemetry devices must
be aware if these primary users (PUs) are present, and choose
different portions of the spectrum, if indeed this is so.

In a medical environment composed of heterogeneous de-
vices with different bandwidth, QoS, and access priority re-
quirements, the problem of frequency allocation in these bands
where interference from different sources is common is a
challenging task. In the following, we provide the mapping of
our analytical framework to this practical problem, and provide
comprehensive simulation results in the subsequent section for
this specific scenario.

A. Mapping of our QoS Framework for WMTS Bands

The algorithm of Section III-D can allocate small portions
of the spectrum dynamically within the WMTS band to de-
vices based on the type and duration of transmission, thereby
increasing the potential for frequency re-use and the resulting
channel capacity. The algorithm is particularly useful because
in WMTS, the bandwidth for each device is relatively small (in
the order of several KHz) and therefore the number of devices
using the WMTS band could be relatively high (thousands).
This necessitates a very efficient algorithm that can quickly and
efficiently allocate channels to all these devices. Also, medical
telemetry involves transmitting scalar data at set duty cycles,
one-shot alarms, streaming information, among others, each
with different bandwidth, latency requirements that must be
jointly considered [27] which also fits the general streaming
and non-streaming categories discussed in earlier sections. In
deploying new nodes, the existing legacy medical telemetry
transmissions that are not equipped with dynamic spectrum
access, as well as PUs in the designated portions of the
WMTS spectrum (i.e., the utility transmissions) must be pro-
tected, thereby necessitating a dynamic spectrum access-based
solution.

Our analytical framework requires a statistical knowledge
of the PU occupancy within the WMTS bands. In the next
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section we explain the methods we used to characterize the
WMTS band through real experiments and extract the PU
arrival and departure statistics in that band. Some preliminary
measurements are described in our earlier work in [28].

B. Characterizing the WMTS Bands

To obtain a probabilistic model of channel occupancy on the
WMTS channel 37 and the L bands, we performed a measure-
ment study at several hospitals in Boston’s Longwood area. We
measured the spectrum usage on this channel using the USRP2
platform. The received power on every band was measured with
a fine grained resolution, taking 1024-point FFT, i.e., obtaining
a 6100 Hz resolution for each FFT bin (The resolution is
appropriately chosen so that it fits the 6.25 KHz which is the
commonly used medical telemetry bandwidth). Using the noise
floor determination technique in [28], we extracted the active
medical telemetry signals for each bin. Since these signals are
temporally intermittent, we performed a statistical analysis at
each bin on the inter-arrival and ON times of these signals.
We then fit an exponential distribution function on these time
samples. Therefore, the PU activity in each bin is captured with
two A and )\,,, values, representing the arrival and departure rate
of their respective exponential distributions. Fig. 4(a) and (b)
show the PU inter-arrival and ON time statistics of three sample
bins at all three bands within WMTS, namely DTV channel 37,
lower-L band and upper-L band respectively. These statistics in
Fig. 4(a) are fit with exponential distribution of mean 10.11,
18.75, and 10.82 with 95% confidence interval of [9.95,10.31],
[18.45,19.35], and [10.57,11.11] respectively. Also in Fig. 4(b)
exponential fit on measured PU ON times is undertaken with
mean 2.29, 2.39 and 2.08 each with 95% confidence interval of
[2.19,2.40], [2.39,2.81], and [1.93,2.24] respectively.

The exponentially-distributed PU activity assumption made
in this section will be used for efficient channel allocation for
the SUs in the network. In channel 37, these measurements
represent all legacy medical telemetry activity, where devices
are not equipped with dynamic spectrum access methods. In
the L band, the observed channel activity jointly captures
both the existing legacy medical telemetry and utility metering
applications.

V. PERFORMANCE EVALUATION

In this section, we undertake a thorough simulation through
ns-2 (packet level simulation for CSMA/CA based non-
streaming nodes) as well as in MATLAB (for streaming nodes
with continuous channel usage) to demonstrate the performance
benefit in the WMTS band in terms of spectrum efficiency, as
well as verify the theoretical findings on spectrum allocation
from Section III for both streaming and non-streaming nodes.
We also show the near-optimal spectral utilization efficiency of
our greedy approximation approach in Section III-D. In these
studies, we vary a metric called as the load factor, i.e., the
number of nodes that have the same streaming requirements of
latency and bandwidth. The PU activity statistics are acquired
from real measurements described in Section IV from hospitals
in the Boston area. Based on the activity model of the channels,
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Fig. 4.

(a) Exponential CDF fitting for PU inter-arrival time of three sample bins centered at 608.028 MHz, 1395.691 MHz, and, 1428.897 MHz. (b) Exponential

CDF fitting for PU ON time of three sample bins centered at 608.028 MHz, 1395.691 MHz, and 1428.897 MHz.

TABLE

I

APPLICATION SPECIFICATIONS IN A HOSPITAL CASE-STUDY [28]

TABLE IV
GROUPS OF MAIN AND BACKUP CHANNELS
WITH VARIOUS PU ACTIVITY

Application Type Size Avg Rate | Events | Latency

Kb/Packet | kb/s per hr ms Group | PU activity A Aon m Lon
Telemetry 2.6 12.8 Stream | 500 I High 0.05 0.1 0.09 | 0.06
Telemetry Diagnostic | 5.1 25.6 Stream | 500 I Medium 0.024 | 0.1 0.046 | 0.1
Telemetry Alarm 1.0 0.1 10/h 500 11 Low 0.005 1.0 | 0.011 1.0
Clinician Notifier 2.6 0.1 20/h 500
BCMA 0.4 0.1 30/h 500
Infusion Pump Status | 1.0 1 Stream | 500 A. Streaming Nodes
Infusion Pump Alarm | 1.0 0.1 1/h 500

we try to accommodate additional SU nodes in the empty
portions of the band. We use the actual measured activity
pattern on the WMTS channels, as a reference for the activity
of PUs in our simulations. Also for the SU nodes, we consider
7 types of telemetry applications with specifications given in
Table III as from the previous paper [28].

Similar to [28], a realistic wireless planning of a typical
hospital with total area of 18580 m? is considered where the
number of operating application nodes in each row in Table III
is estimated by the values in vector (60,21,22,20,19,81,18). We
use these values as a reference for our simulation study and
choose random locations for each application node in a square
area of 140 x 140 m. Also packet arrival events are created with
Poisson distribution for each non-streaming application with
the given rates of the above table, and the channel allocation
algorithm is run for them in MATLAB. We then perform a
packet level simulation in ns-2 to verify the validity of our
allocation, based on the comparison of the delay from analytical
and simulation findings. For the streaming case, since there is
no channel contention (each node being allotted a dedicated
channel), we verify the performance and analytical derivations
through MATLAB.

Three different sets of statistics (A, Aopn, [, flon) for the
streaming and backup channels obtained from measurements
in Section I'V and used in the following discussion are shown in
Table IV.

These three groups are examples of high, medium, and
low usage channels by the PUs respectively. Intuitively, lower
values of A\ and p indicate sparse arrivals of the PU. For A,,
and (i, lower values specify longer active duration for a given
arrival event. Fig. 5(a) compares the theoretical and simulated
queueing delay incurred for three sets (5, 10, 20) of streaming
nodes, for the medium group. We observe that the simulation
results very closely matches the analysis in Section III-B on all
ranges of N. Fig. 5(b) shows the trend for the required number
of backup channels to keep the queueing delay below 500 ms
as the number of streaming channels are varied.

For the high group, where the number of backup channel
increases almost linearly with the number of streaming chan-
nels, the simulation results indicate a slightly smaller number of
backup channels than what the theoretical model predicts. This
is largely due to the limited simulation time (3600 s) in the case
of larger set of channels. However in the case of medium and
specifically low usage groups, where the number of required
backup channels is lower, the difference between theoretical
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Fig. 5. (a) Incurred queueing delay both in theory and simulation for 5, 10,
and 20 streaming channels while varying number of backup channels for the
medium group, i.e., A = 0.024, A\or, = 0.1, p = 0.1, pror, = 0.1. (b) Number
of backup channels N vs. number of main channels M to keep the average
queueing delay below 500 s shown for three PU activity groups of Table IV
both in theory and simulation.

prediction and what simulation indicates is small. Overall, we
find that the theoretical prediction used for channel allocation
always keeps the average delay within the required bound.

To verify the spectral efficiency of the frequency allocation
algorithm in Section III-D, we present a theoretical estimate
of the channel allocation in a heterogeneous PU usage regime
for the WMTS band in this paper. Assume that for a frequency
range F, the probability of any frequency f being available for
secondary use is known and represented by function P, s(f)
on the domain F. Then at any arbitrarily small frequency
range df, the effective bandwidth is P, ¢(f) df. To achieve a
minimum effective bandwidth b, we should have:

f2
/Poff(f) df > b.
h

19)

To allocate bandwidth b in the most efficient manner, f;
and f5 in the above equation must be found in F in such a
way that fo — f; is minimized. We use the same measurement
statistics for WMTS presented before to get a discrete P, ;¢ (f)
over WMTS band. At each bin we have Porr =1 — (A/Aoy)
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as in [29]. We started with the vector (60,21,81) as the number
of nodes for the streaming applications in Table III. We mea-
sured the number of PU bins allocated to all requests using
Algorithm 3, and also the theoretical estimate for the number
of PU channels used by the same set of requests using (19).
We solved (19) numerically by choosing df as low as 300 Hz.
We repeated the simulations by then scaling the number of
nodes for each application given in vector (60,21,81), by a load
factor (i.e., an integral multiplier). Fig. 6 shows the amount of
allocated spectrum, in term of number of PU channels, of our
algorithm compared to the theoretical estimate. Apart from the
theoretical estimate and for the sake of comparison, we also
compare the spectral efficiency of our allocation algorithm in
Section III-D with its simplified version which uses only a
1D-histogram of PU arrival rate instead 2-D histogram of PU
arrival and departure rates and also another simple algorithm
which does not use any histogramming at all. The former is
similar to the algorithm 1, but only uses a one-dimensional
histogram of the PU arrival rate. The latter method merely
uses the analysis of Section III-B to find a proper set of
backup channels for each individual streaming node without
any grouping or histograming. Fig. 6 shows how closely the
spectral efficiency of matches of the theoretical estimate. The
simplified histogramming algorithm just mentioned performs
slightly below algorithm 3 in terms of efficiency. Also the
simple algorithm with individual allocation of streaming nodes
is least efficient of all.

B. Non-Streaming Nodes

In order to validate the model given in Section III-C, we
performed simulations in the ns-2 network simulator with the
environmental parameters set up to closely match the assump-
tions used in our model. We set the parameters of Table V
as inputs to both to the ns-2 simulator for the packet-level
simulation, and also for our MATLAB implementation that was
used for the mathematical analysis of the model.

In the ns-2 simulation, the nodes contend over a single
channel that is occasionally occupied by a PU with a known
arrival rate. We observe that the average encountered delay
of the nodes in our simulations closely follows that of the
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TABLE V
SIMULATION PARAMETERS

Simulation Parameter [[ Default Value

MAC header 28 bytes
PHY header 16 bytes
ACK 14 bytes
Payload size 325 bytes
Slot time 20 ps
DIFS 50 ps
SIFS 10 ps
ACK timeout 500 ps
CWinin 32

CW ax 1024
Retry limit 7
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Fig. 7. Average delay vs. PU arrival rate A with varying number of nodes with
mean packet inter-arrival time of 120 sec contending over a single channel.
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Fig. 8. Average delay vs. PU arrival rate A with varying packet arrival rate -y
for 30 nodes contending over a single channel.

mathematical analysis. Fig. 7 shows the average delay versus
PU arrival rate A\ for the channel, while we vary the number
of contending nodes from 10 to 40, each having packet arrival
rate (1/120). In another trial, we varied the Poisson packet
arrival rate v for 30 contending nodes, and plotted the average
delay versus the PU arrival rate as shown in Fig. 8. Both
plots verify that simulation results closely follow the results of
MATLAB analysis.

VI. CONCLUSION

We have formulated a channel allocation scheme for net-
works of heterogeneous QoS classes, where the spectrum PU
occupancy statistics is also varying in different channels, and
identified performance bounds for this approach. We proposed
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two Markovian models that calculates the average delay of the
nodes for general streaming and non-streaming QoS classes
that are in close agreement with simulation studies. We used
the aforementioned models to devise a greedy algorithm with
polynomial time complexity that assigns SUs with channels,
while ensuring their QoS requirements are met. We show that
the spectral efficiency of the given allocation scheme con-
verges to the theoretical bounds for a practical case study,
using real-world measurement traces for wireless medical
telemetry bands.
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