Simulations are often driven by input models estimated from finite real-world data. When we use simulations to assess the performance of a stochastic system, there exist two sources of uncertainty in the performance estimates: input and simulation estimation uncertainty. In this paper, we develop a budget allocation approach that can efficiently employ the potentially tight simulation resource to construct a percentile confidence interval quantifying the impact of the input uncertainty on the system performance estimates, while controlling the simulation estimation error. Specifically, non-parametric bootstrap is used to generate samples of input models quantifying both input distribution family and parameter value uncertainty. Then, the direct simulation is used to propagate the input uncertainty to the output response. Since each simulation run could be computationally expensive, given a tight simulation budget, we propose an efficient budget allocation approach that can balance the finite sampling error introduced by using finite bootstrapped samples to quantify the input uncertainty and the system response estimation error introduced by using finite replications to estimate the system response at each bootstrapped sample. Our approach is theoretically supported, and empirical studies also demonstrate that it has better and more robust performance than the direct bootstrapping.
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1. INTRODUCTION

When simulation is used to assess the performance of stochastic systems, the input models used to drive the simulations are often estimated from finite real-world data. Thus, there exist both input estimation uncertainty, called the input uncertainty, and the simulation estimation uncertainty in the system performance estimates. Ignoring either source of uncertainty could lead to unfounded confidence in the simulation assessment of system performance [Barton and Schruben 2001; Barton 2012; Xie et al. 2014a]. Given a tight simulation budget, we want to efficiently estimate the impact of the input uncertainty on the system performance estimates, while controlling the simulation estimation error. In this paper, we focus on the system mean response. However, our approach could be extended to other performance estimates, such as variances and probabilities.

There are various approaches proposed in the simulation literature to quantify the input uncertainty and they can be divided into frequentist and Bayesian approaches. The frequentist approaches typically use the sampling distributions of point estimators of input models to quantify the input uncertainty. Since it could be hard to get the exact sampling distributions in many situations, the asymptotic approximation,
including the normal approximation and the bootstrap, is often used to quantify the input uncertainty. The Bayesian approaches typically derive the posteriors of input models to quantify the input uncertainty. Notice that frequentist and Bayesian approaches have totally different perspective on quantifying uncertainty; see Xie et al. [2014a] for the detailed description.

When input distribution families are known and the input models can be specified by a finite number of parameters, the sampling distributions of parameters/moments or the posterior distributions of parameters can be developed to quantify the input uncertainty; see for example Cheng and Holland [1997], Barton et al. [2014], Ng and Chick [2006], Xie et al. [2014a; 2014b], Biller and Corlu [2011]. Then, either the direct simulation that runs simulations at each sample of input distributions or a metamodel can be used to propagate the input uncertainty to the output mean. Since metamodels explore the relationship between the mean response at different samples of input parameters/moments, they could efficiently propagate the input uncertainty to the output and reduce the simulation estimation uncertainty [Xie et al. 2014a]. However, a large number of input parameters could make it computationally expensive to construct a metamodel [Barton 2012]. In addition, unlike the direct simulation, metamodels require some prior information about the underlying mean response surface. It could be as strong as a global parametric trend [Chick 1997] or as weak as local smoothness and continuity [Xie et al. 2014a].

We typically do not know the families of input models. Various approaches, including Bayesian Model Average (BMA) [Chick 2001; Zouaoui and Wilson 2003], nonparametric Bayesian approaches [Xie et al. 2017], and nonparametric bootstrap [Barton and Schruben 1993; Barton 2007] were proposed in the simulation literature to account for both input distribution family and parameter value uncertainty. In BMA, the posterior probabilities of a few pre-specified candidate parametric families are developed to account for the model selection error. BMA is based the assumption that all data come from one of candidate distributions [Bishop 2006]. Without strong prior information about input models, it could be difficult to select an appropriate pool of candidate parametric families. In nonparametric bootstrap or Bayesian approaches, the sampling or posterior distribution of flexible input models can account for input uncertainty. They can avoid the potential issue of BMA. However, the nonparametric Bayesian approaches introduced in Xie et al. [2017] require Markov Chain Monte Carlo (MCMC) sampling to generate posterior samples of input models. In addition, for different priors, we need to derive the posterior distribution for input models.

In this paper, the nonparametric bootstrap is used to quantify the input uncertainty. Since bootstrapped empirical distributions can not be specified by a finite number of moments, it is challenging to construct a metamodel as a function of empirical distributions. Thus, the direct simulation is used to propagate the input uncertainty to the output mean.

Barton [2012] demonstrates that the $t$-based confident intervals (CIs) are not appropriate for quantifying the impact of the input uncertainty on the system performance estimates because of the skewness. Thus, given a tight simulation budget, we focus on efficiently constructing a percentile CI to quantify the impact of the input uncertainty. To have a precise estimation on the percentile CI, it is typically recommended to have a few thousands samples of input distributions quantifying the input uncertainty; see Xie et al. [2016b]. Without any prior information on which bootstrapped samples of input distributions contribute the most to the percentile CI estimation, the direct bootstrapping tends to equally allocate the simulation resource to the bootstrapped samples; see Barton and Schruben [1993; 2001] and Barton [2007]. Since the bootstrapped samples do not contribute equally to the percentile CI estimation, the equal allocation approach could not efficiently use the simulation resource to propagate the input un-
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For a complex stochastic system, since each simulation run could be computationally expensive, it is critical to develop a budget allocation approach that can efficiently use the simulation budget to estimate the percentile CI.

The percentile CI estimation can be formulated as a nested simulation problem where the outer level simulation is sampling from the nonparametric bootstrap to quantify the input uncertainty and the inner level is running the direct simulation to estimate the system mean response at each bootstrapped sample of input models. In this paper, a ranking and selection based approach is developed to efficiently estimate the percentile CI quantifying the impact of the input uncertainty. Before presenting our approach and contributions, we briefly review the studies in the simulation literature on the nested simulation and then ranking and selection.

Lee and Glynn [2003] considered the distribution function of conditional expectation in the discrete case. In order to find the optimal budget allocation to minimize the mean square error, they derived asymptotic bias and variance of nested simulation estimators with uniform and nonuniform inner sampling. Gordy and Juneja [2010] considered the probabilities of a large loss, value at risk and expected shortfall in the continuous case. To find the optimal allocation, they also studied asymptotic bias and variance of estimators with uniform inner sampling. To efficiently estimate the probabilities of a large loss, Broadie et al. [2011] proposed a myopic approach that sequentially allocates the inner simulations based on the marginal changes in the estimator. Sun et al. [2011] proposed an ANOVA-like estimator for the variance of the conditional expectation, and then found the optimal inner replications to minimize this estimator's variance.

Without strong prior information on the mean response of candidates, ranking and selection could be used to identify the systems with extreme mean performance. Nelson et al. [2001] and Boesel et al. [2003] proposed two-stage procedures to find the system with the largest mean from a finite number of candidates. One-sided screening is used to remove statistical inferior systems and then the indifference-zone (IZ) selection is used to assign the remaining simulation resource to the surviving systems. The restart is used to reduce the estimation bias introduced in the selection procedure [Boesel et al. 2003]. Instead of selecting the best system, Lesnevski et al. [2007] developed a multistage screening procedure to estimate the value of the maximum expected performance and further provide a CI for the estimation. The common random numbers (CRN) is used to efficiently screen out the inferior systems and control-variate estimators are employed to improve the system performance estimation. This multistage screening procedure was improved to be adaptive in Lesnevski et al. [2008]. In addition, ranking and selection was extended to efficiently estimate the conditional tail expectation in Lan et al. [2010]. They proposed a two-stage design for the expected shortfall estimation. In Stage I, a one-sided screening is developed to screen out samples that are not statistically likely to fall into the tail. Then, the restart is used to reduce the bias. In Stage II, the replication allocation is proportional to the sample variance so that we can minimize the width of the CI of expected shortfall accounting for both finite sampling and simulation estimation uncertainty.

Motivated by the ranking and selection literature, in this paper, given a tight simulation budget, we propose a budget allocation approach that can efficiently employ the simulation resource to estimate the percentile CI quantifying the impact of the input uncertainty. Specifically, we determine an appropriate number of bootstrapped samples of input distributions to balance the sampling uncertainty introduced by using finite bootstrapped samples to quantify the input uncertainty, and the system response estimation uncertainty introduced by using finite replications to estimate the system response at each bootstrapped sample. Further, when we allocate the simulation resource to bootstrapped samples of input distributions, since it is hard for a one-stage
approach to identify those samples that contribute the most to the percentile CI estimation, a sequential approach is developed to gradually find those important samples by two-sided screening and allocate more simulation resource there. Therefore, we could find the number of bootstrapped samples and replication allocation that can simultaneously control finite sampling and simulation estimation uncertainty. Our approach is theoretically supported. Empirical studies demonstrate that it can efficiently propagate the input uncertainty to the output mean, while reducing the simulation estimation uncertainty.

In sum, the main contributions of our paper are as follows.

1. We consider the situations where each simulation run is expensive. For example, a single run may take hours or even days. Given a tight simulation budget, our approach could efficiently employ the simulation resource to quantify the impact of input uncertainty. It can be applied to general situations where there is no strong prior information on the input models and the system response surface.

2. By following the framework in Lan et al. [2010], we propose a sequential procedure for the quantile estimation, including screening and estimation phases. In the screening phase, unlike ranking and selection approaches proposed in the literature that focus on finding the best candidate [Nelson et al. 2001; Boesel et al. 2003; Lesnevski et al. 2007] or a set of candidates that fall into the tail part [Lan et al. 2010], a two-sided screening introduced in our approach focuses on selecting the important samples that contribute the most to the quantile estimation. In the estimation phase, besides that the replication allocation is proportional to the sample variance (similar to Nelson et al. [2001]; Boesel et al. [2003]; Lesnevski et al. [2007]; Lan et al. [2010]), a variance reduction technique, the antithetic variance simulation algorithm, is used to improve the system performance estimation for the remaining candidates, which could obviously improve the percentile estimation.

3. Our approach can automatically adapt to the input uncertainty, the system mean and the simulation estimation uncertainty. The information obtained from the initial simulations could guide the search for the optimal parameters of the sequential procedure so that we can reduce the overall uncertainty of the quantile estimation.

The next section formally states our problem. In Section 3, we develop a sequential approach that can efficiently employ the simulation budget to estimate the percentile CI quantifying the impact of input uncertainty. In Section 4, we report numerical studies on an $M/M/1$ queue and a stochastic activity network. We conclude the paper in Section 5. All proofs are in the Appendix.

2. PROBLEM DESCRIPTION AND PROPOSED APPROACH

For the stochastic simulation driven by input models, denoted by $F$, the simulation output for the $j$th replication is

$$Y_j(F) = \mu(F) + \epsilon_j(F)$$

where $\mu(F)$ denotes the unknown system mean response and $\epsilon_j(F)$ represents the simulation error with mean zero. Notice that the simulation outputs depend on the choice of input models. The input models $F$ could be composed of univariate and multivariate joint distributions. For the notation simplification, we only consider a single univariate input distribution.

Suppose that the simulation error follows a normal distribution, $\epsilon(F) \sim N(0, \sigma^2(F))$. This assumption holds for many situations where the simulation output is an average of a large number of more basic outputs. For example, when we study the steady state expected customer waiting time, the simulation output is the average of waiting time for many customers.
Denote the unknown true input model by $F^c$. It is estimated by finite real-world data, denoted by $X_m = \{X_1, X_2, \ldots, X_m\}$, with $X_i \overset{d}{=} F^c$ and $i = 1, 2, \ldots, m$. Let the empirical distribution $\hat{F}_m$ be the point estimator for $F^c$. Thus, the sampling distribution of $\hat{F}_m$ can be used to quantify the input uncertainty. The impact of input uncertainty could be characterized by the induced sampling distribution of $\mu(\hat{F}_m)$.

Since the $t$-based CIs are not appropriate for quantifying the impact of input uncertainty [Barton 2012], in this paper, we are interested in constructing a percentile CI to quantify the impact of the input uncertainty on the system mean response. Specifically, without loss of generality, we want to find a $(1-\beta)100\%$ one-sided percentile CI, denoted by $(-\infty, Q^c]$, such that

$$\Pr(\mu(F^c) \in (-\infty, Q^c]) = 1 - \beta.$$ 

In particular, if $\mu(\cdot)$ is known, we have the percentile $Q^c \equiv \inf\{q : \Pr(\mu(\hat{F}_m) \leq q) \geq 1 - \beta\}$. Notice that our approach could be easily extended to two-sided percentile CIs.

In general, it could be hard to have the closed-form sampling distribution for $\hat{F}_m$. In this paper, we use the nonparametric bootstrap resampling to quantify the input uncertainty [Barton and Schruben 2001; Barton 2007]. Specifically, we draw with replacement from $X_m$ to generate $m$ bootstrapped samples, denoted by $\{X_1^{(1)}, X_2^{(1)}, \ldots, X_m^{(1)}\}$. Given these samples, we can construct a bootstrapped empirical distribution, denoted by $F^{(1)}$. By repeating this procedure, we can generate bootstrapped samples of the input model, denoted by $\{F^{(1)}, F^{(2)}, \ldots\}$, to quantify the input uncertainty. Denote the bootstrap distribution by $\tilde{F}(\cdot|X_m)$ with $F^{(b)} \sim \tilde{F}(\cdot|X_m)$ for $b = 1, 2, \ldots$. Therefore, the impact of input uncertainty on the system mean performance estimates can be quantified by the bootstrapped percentile CI, denoted by $(-\infty, Q]$, with the upper bound defined by

$$Q \equiv \inf \left\{q : \Pr\left(\mu\left(F^{(b)}\right) \leq q|X_m\right) \geq 1 - \beta \text{ with } F^{(b)} \sim \tilde{F}(\cdot|X_m)\right\}. \quad (1)$$

If $\mu(\cdot)$ is known and continuously differentiable in a neighborhood of $F^c$, the nonparametric bootstrap provides an asymptotically consistent estimation for the impact of input uncertainty. It also has a good finite-sample performance in many situations; see Hall [1992], Shao and Tu [1995] and Horwitz [2001].

When we use $B$ bootstrapped samples of input distribution to quantify the input uncertainty, the percentile $Q$ could be estimated with the order statistics $\mu_{[\lfloor(1-\beta)B\rfloor]}$, where $\mu_b \equiv \mu(F^{(b)})$ with $F^{(b)} \sim \tilde{F}(\cdot|X_m)$ for $b = 1, 2, \ldots, B$. The permutation, denoted by $[\cdot]$, is defined based on the system true mean response, $\mu_{[1]} \leq \mu_{[2]} \leq \cdots \leq \mu_{[B]}$. Suppose that $(1-\beta)B$ is an integer for simplicity. Given finite $B$, there exists finite sampling estimation error that characterizes the difference between $Q$ and $\mu_{[\lfloor(1-\beta)B\rfloor]}$. It decreases to zero as the sample size $B$ increases to infinity.

However, the underlying response surface $\mu(\cdot)$ is unknown in many situations. When we use the nonparametric bootstrap to quantify the input uncertainty, the bootstrapped empirical distribution could not be uniquely specified by finite moments. Thus, it could be challenging to build a metamodel to propagate the input uncertainty to the output. Hence, the direct simulation approach is used in this paper, which propagates the input uncertainty to the output mean by running simulations at each bootstrapped input distribution $F^{(b)}$ to estimate the mean response $\mu(F^{(b)})$ for $b = 1, 2, \ldots, B$. Specifically, suppose that we allocate $n_b$ replications at $F^{(b)}$. For a given simulation budget, denoted by $C$, we have $\sum_{b=1}^B n_b = C$. Then, we could estimate $Q$ by
the order statistics $\bar{Y}_{(1-\beta)B}$, where $\bar{Y}_b = \sum_{j=1}^{n_b} Y_j(F^{(b)})/n_b$. The permutation, denoted by $(\cdot)$, is defined based on the estimated mean responses $\bar{Y}_{(1)} \leq \bar{Y}_{(2)} \leq \cdots \leq \bar{Y}_{(B)}$.

In the direct bootstrapping, we tend to equally allocate the simulation resource to all bootstrapped samples $\{F^{(1)}, F^{(2)}, \ldots, F^{(B)}\}$ [Barton 2007]. Since $B$ is recommended to be at least one thousand [Xie et al. 2014a], given a tight simulation budget, the replications allocated to each bootstrapped sample of input distribution, $n = C/B$, could be small. For a given set of bootstrapped samples $\{F^{(1)}, F^{(2)}, \ldots, F^{(B)}\}$ used to quantify the input uncertainty, the difference between $\mu_{(1-\beta)B}$ and $\bar{Y}_{(1-\beta)B}$ could be large. Since the percentile estimation is based on the order statistics $\bar{Y}_{(1-\beta)B}$, we do not need to precisely estimate the mean response for the sample $F^{(b)}$ with $\mu_b$ far from $Q$. Thus, the equal allocation can not efficiently use the simulation resource.

To avoid the issue faced by the uniform allocation, in this paper, we develop a sequential approach that explores the system mean responses at the bootstrapped samples of input distribution, and gradually finds important samples that contribute the most to the percentile $Q$ estimation or have high possibility to be selected as the $(1-\beta)B$-th smallest one. Then, we assign more simulation resource there. Thus, our approach can efficiently employ the computational resource to reduce the simulation estimation error introduced during propagating the input uncertainty to the output mean.

Therefore, when we use $\bar{Y}_{(1-\beta)B}$ to estimate the percentile $Q$, there exist three sources of errors:

1. The finite sampling error;
2. The selection error, which means the sample we select for the percentile estimation based on $\mu(\cdot)$ and $\bar{Y}$ are different, $((1-\beta)B) \neq [(1-\beta)B]$;
3. The system response estimation error, which means at each $F^{(b)}$, the system response is estimated with error, $\bar{Y}_b \neq \mu_b$, for $b = 1, 2, \ldots, B$.

Error (1) is introduced by using finite $B$ bootstrapped samples of input distribution to quantify the input uncertainty. Errors (2) and (3) are introduced by using finite replications $n \equiv \{n_1, n_2, \ldots, n_B\}$ to estimate the mean responses $\{\mu_1, \mu_2, \ldots, \mu_B\}$.

We quantify the impact of these errors by constructing a $(1-\alpha)100\%$ CI for the percentile $Q$ estimation, denoted by $[C_L, C_U]$,

$$\Pr(Q \in [C_L, C_U]|X_m) \geq 1 - \alpha. \quad (2)$$

This CI is conditional on the data $X_m$ because the input uncertainty is quantified by the nonparametric bootstrap that takes the real-world data as the whole population. Notice that applying Equation (2), we have

$$\Pr(Q \in [C_L, C_U]) = \int \Pr(Q \in [C_L, C_U]|X_m)dX_m \geq 1 - \alpha.$$ 

The expected width of this CI can be used to quantify the percentile $Q$ estimation error. Given a simulation budget $C$, we could solve the optimization problem

$$\min_{B, n} \quad E(C_U - C_L|X_m) \quad (3)$$

s.t.

$$\sum_{b=1}^{B} n_b = C$$

$$\Pr(Q \in [C_L, C_U]|X_m) \geq 1 - \alpha.$$ 

to find an optimal allocation strategy.

Since this is a hard optimization problem, we develop an adaptive sequential approach that can automatically find $B$ and $n$ so that we could efficiently use the simulation budget to estimate the percentile $Q$, while controlling the simulation estimation...
error. Specifically, $B$ is selected to balance the finite sampling error with Errors (2) and (3). Then, given a fixed set $\{F^{(1)}, F^{(2)}, \ldots, F^{(B)}\}$ quantifying the input uncertainty, a ranking and selection based method is introduced to allocate the simulation resource, which can balance the selection error and the system response estimation error. Thus, our adaptive approach can simultaneously control all sources of errors and improve the quantile $Q$ estimation.

3. AN ADAPTIVE SEQUENTIAL APPROACH

In this section, we develop an adaptive sequential approach that can efficiently use the simulation budget to estimate the percentile $Q$. Specifically, we first quantify the finite sampling error introduced by using finite $B$ bootstrapped samples of input model to quantify the input uncertainty in Section 3.1. The impact of finite sampling error is called the outer level uncertainty. Then, given a set of bootstrapped samples, $\{F^{(1)}, F^{(2)}, \ldots, F^{(B)}\}$, quantifying the input uncertainty, we develop a ranking and selection based sequential procedure that can reduce the impact of the simulation estimation uncertainty, called the inner level uncertainty, by simultaneously controlling both selection and system response estimation errors in Section 3.2. This procedure gradually finds the important samples that contribute the most to the percentile estimation. According to Baysal and Staum [2008], the lower and upper bounds of the interval are

$$\Pr(Q \in [C_L^o, C_U^o]|X_m) \geq 1 - \alpha_o$$

where $\alpha_o$ is the significant level assigned to control the outer level uncertainty of the percentile $Q$ estimation. According to Baysal and Staum [2008], the lower and upper bounds of the interval are

$$C_L^o = \inf \left\{ y : \sum_{n=N(y)+1}^{B} \binom{B}{n} \beta^n (1 - \beta)^{B-n} \geq \frac{\alpha_o}{2} \right\}$$

$$C_U^o = \sup \left\{ y : \sum_{n=0}^{N(y)} \binom{B}{n} \beta^n (1 - \beta)^{B-n} \geq \frac{\alpha_o}{2} \right\}.$$  

Theorem 3.1 shows that $C_L^o$ and $C_U^o$ in Equations (4) and (5) correspond to the $k_1$th and $k_2$th order statistics, denoted by $\mu[k_1]$ and $\mu[k_2]$, with $k_1$ defined as the smallest index such that $\mu[k_1+1] = \min S_1$ and $k_2$ defined as the largest index such that $\mu[k_2] = \cdot$
max $S_2$, where

$$S_1 \equiv \left\{ \mu_{[b]} \text{ with } b = 1, 2, \ldots, B : \sum_{n=N_{[b]}+1}^{B} \binom{B}{n} \beta^n (1-\beta)^{B-n} \geq \frac{\alpha_o}{2} \right\}$$

$$S_2 \equiv \left\{ \mu_{[b]} \text{ with } b = 1, 2, \ldots, B : \sum_{n=0}^{N_{[b]}} \binom{B}{n} \beta^n (1-\beta)^{B-n} \geq \frac{\alpha_o}{2} \right\}.$$ 

The derivation of Theorem 3.1 is provided in the online appendix. If there is no simulation estimation error, by setting $\alpha_o = \alpha$, we get $[C_L, C_U] = [\mu_{[k_1]}, \mu_{[k_2]}]$.

**THEOREM 3.1.** When we use $\mu_{[(1-\beta)B]}$ to estimate the percentile $Q$, the order statistics $\mu_{[k_1]}$ and $\mu_{[k_2]}$ define a $(1 - \alpha_o)100\%$ CI quantifying the finite sampling error:

$$\Pr(Q \in [\mu_{[k_1]}, \mu_{[k_2]}] | X_m) \geq 1 - \alpha_o.$$ 

### 3.2. Quantifying Simulation Estimation Error

However, the system mean response $\mu(\cdot)$ is unknown. At a given set of bootstrapped samples, $\{F^{(1)}, F^{(2)}, \ldots, F^{(B)}\}$, used to quantify the input uncertainty, we estimate responses $\{\mu_1, \mu_2, \ldots, \mu_B\}$ with $\{Y_1, Y_2, \ldots, Y_B\}$ obtained by using a finite simulation budget $C$. In this section, we develop a sequential procedure that can efficiently use the simulation resource to reduce the inner level uncertainty, and further deliver a CI quantifying the overall uncertainty of the percentile $Q$ estimation.

Accounting for the finite sampling error described in Section 3.1, the $B$ bootstrapped samples $\{F^{(1)}, F^{(2)}, \ldots, F^{(B)}\}$ are divided into three classes: $F_L \equiv \{F^{(b)} : \mu_b < \mu_{[k_1]} \}$ for $b = 1, 2, \ldots, B$, $F_U \equiv \{F^{(b)} : \mu_b > \mu_{[k_2]} \}$ for $b = 1, 2, \ldots, B$ and $F_C \equiv \{F^{(b)} : \mu_{[k_1]} \leq \mu_b \leq \mu_{[k_2]} \}$ for $b = 1, 2, \ldots, B$. The samples in the set $F_C$ are statistically indifferent with the order statistics $\mu_{[(1-\beta)B]}$. To reduce the impact of the inner level uncertainty, we want to efficiently identify the important samples included in the set $F_C$, which contribute the most to the percentile $Q$ estimation. Then, assign more simulation resource there to reduce the expected width of $(C_U - C_L)$.

We first show that if we can construct CIs for the order statistics $\mu_{[k_1]}$ and $\mu_{[k_2]}$, we can also obtain a CI for the mean responses of all samples in the set $F_C$. Specifically, suppose we can construct a $(1 - \alpha_I/2)100\%$ one-sided CI, denoted by $[C_L, +\infty)$ and $(-\infty, C_U]$, for $\mu_{[k_1]}$ and $\mu_{[k_2]}$

$$\Pr(\mu_{[k_1]} \in [C_L, +\infty)) \geq 1 - \frac{\alpha_I}{2}$$

$$\Pr(\mu_{[k_2]} \in (-\infty, C_U]) \geq 1 - \frac{\alpha_I}{2}$$

where $\alpha_I$ is the significant level assigned to control the inner level uncertainty. By Theorem 3.2, we can show $\Pr(\mu_{[b]} \in [C_L, C_U]) \geq 1 - \alpha_I$ for all $b \in F_C$. The proof of Theorem 3.2 is provided in the online appendix.

**THEOREM 3.2.** If $\Pr(\mu_{[k_1]} \in [C_L, +\infty)) \geq 1 - \alpha_I/2$ and $\Pr(\mu_{[k_2]} \in (-\infty, C_U]) \geq 1 - \alpha_I/2$, then $\Pr(\mu_{[b]} \in [C_L, C_U]) \geq 1 - \alpha_I$ for all $b \in F_C$.

Then, by applying Theorems 3.1, 3.2 and the Bonferroni inequality, Theorem 3.3 shows that if $\alpha$ is decomposed into outer and inner significant levels, $\alpha = \alpha_o + \alpha_I$, then the interval $[C_L, C_U]$ accounting for both finite sampling and simulation estimation uncertainty satisfies Equation (2). The proof of Theorem 3.3 is provided in the online appendix.
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motivated by ranking and selection in Lesnevski et al. [2007; 2008], we develop a sequential procedure to simultaneously estimate order statistics $\mu_{[k_1]}$ and $\mu_{[k_2]}$. Specifically, let the surviving set, denoted by $I^q$, contain all the samples that are statistically indifferent to be the order statistics $\mu_{[k_q]}$ for $q = 1, 2$. Without any prior information on the system mean responses, we start with classifying all samples $\{F^{(1)}, F^{(2)}, \ldots, F^{(B)}\}$ to the surviving set $I^q$. By running simulations at samples in $I^q$, we could gradually screen out samples that are statistically smaller or larger than $\mu_{[k_q]}$, and then allocate more simulation budget to surviving samples in $I^q$ that contribute the most to estimating $\mu_{[k_q]}$.

The screening process could introduce the selection bias, especially when the number of bootstrapped samples is large and the simulation estimation uncertainty is high. For example, if we want to find the system with the maximum mean response $\mu_{[B]}$, the selected sample with the maximum sample mean $\bar{Y}_{(B)}$ is biased high, $E(\bar{Y}_{(B)}) \geq \mu_{[B]}$; see Lan et al. [2010], Boesel et al. [2003], Nelson and Goldman [2001]. The “restart” is used to reduce the bias, which divides the sequential procedure into screening and estimation phases.

3.2.1. Phase I: Screening with Common Random Numbers. The screening phase is to eliminate bootstrapped samples of input model that are statistically impossible to be the order statistics $\mu_{[k_q]}$ for $q = 1, 2$. Since $\{\mu_1, \mu_2, \ldots, \mu_B\}$ represent the responses of the same system derived by different input model estimates, the samples with similar input models also have similar mean responses. Thus, CRN is used to efficiently screen out samples having mean responses close to order statistics $\mu_{[k_q]}$.

Suppose that there are $n$ replications at each sample of $\{F^{(1)}, F^{(2)}, \ldots, F^{(B)}\}$. We introduce a two-sided screening to screen out samples with mean response statistically smaller or larger than $\mu_{[k_q]}$ for $q = 1, 2$. Given a screening significant level, denoted by $\alpha_S$. Theorem 3.4 shows that the surviving set $I^q$ defined in Equation (6) includes the $k_q$th smallest sample with probability greater or equal to $\alpha_S$, $\Pr([k_q] \in I^q) \geq 1 - \alpha_S$, for $q = 1, 2$. The detailed proof of Theorem 3.4 is provided in the online appendix.

**Theorem 3.4.** Define the surviving set

$$I^q = \left\{ i \in \{1, 2, \ldots, B\} : \sum_{j \in \{1, 2, \ldots, B\}, j \neq i} I(\bar{Y}_j \leq \bar{Y}_i + W_{ij}) \geq k_q - 1 \right\}$$

and

$$\sum_{j \in \{1, 2, \ldots, B\}, j \neq i} I(\bar{Y}_j \geq \bar{Y}_i - W_{ij}) \geq B - k_q$$

(6)

where $W_{ij} = t_{n-1, 1-\frac{\alpha_S}{n-1}, \frac{S_{ij}}{S_i^2}}$, $S_{ij} = \frac{1}{n-1} \sum_{h=1}^n (Y_{ih} - Y_{jh} - (\bar{Y}_i - \bar{Y}_j))^2$ and $n$ denotes the number of replications assigned to each sample. Then, $\Pr([k_q] \in I^q) \geq 1 - \alpha_S$ for $q = 1, 2$. 
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Therefore, to efficiently find the important bootstrapped samples that contribute the most to the estimation of order statistics \( \mu[k_1] \) and \( \mu[k_2] \), built on the screening rule in Equation (6), we develop a sequential screening procedure as follows. It is specified by parameters: (1) the initial number of replications allocated to each bootstrapped sample, denoted by \( n_0 \), (2) the growth factor characterizing the replication increase rate for samples in the surviving sets, denoted by \( R \), and (3) the number of screening iterations, denoted by \( M \). Given a fixed simulation budget, large \( n_0 \) could lead to global exploration. Small \( R \) and large \( M \) could lead to local exploitation.

In the \( \ell \)th iteration, let \( I^q_\ell \) denote the surviving set, and let \( I^L_\ell \) and \( I^U_\ell \) denote sets with mean response statistically smaller and larger than order statistics \( R \) iterations, denoted by parameters: (1) the initial number of replications allocated to each bootstrapped sample with probability greater or equal to \( I \) set obtained from this screening procedure, denoted by \( \alpha_S \). Thus, assign \( n_0 \) replications to each sample in the surviving sets, run simulations and do further screening. In iteration \( \ell + 1 \), each sample in the surviving sets has the accumulated replications \( N^q_\ell(\ell + 1) = n_0 R^\ell \).

1. Let \( I^1_1 \leftarrow \{ F^{(1)}, F^{(2)}, \ldots, F^{(B)} \} \) and \( I^{U_q}_0 = I^{L_q}_0 = \emptyset \) for \( q = 1, 2 \).
2. Let \( \alpha_S = \alpha_S / M \) be the screening significant level for each iteration in Phase I.
3. Assign \( n_0 \) replications to each \( F^{(b)} \) with \( b = 1, 2, \ldots, B \) and run simulations.

For \( \ell = 1 \) to \( M \):

(a) Do screening. For \( q = 1, 2 \), set
\[
I^L_\ell = I^{L_q}_\ell \bigcup A^q_\ell, \quad I^U_\ell = I^{U_q}_\ell \bigcup B^q_\ell, \quad I^q_\ell = A^q_\ell \bigcap B^q_\ell
\]
where
\[
A^q_\ell = \{ i \in I^{L_q}_{\ell - 1} : \sum_{j \in j^q_{\ell - 1} : j \neq i} 1(\bar{Y}_j \leq \bar{Y}_i + W^{q}_{i,j}) < k_q - 1 - |I^{L_q}_{\ell - 1}| \},
\]
\[
B^q_\ell = \{ i \in I^{U_q}_{\ell - 1} : \sum_{j \in j^q_{\ell - 1} : j \neq i} 1(\bar{Y}_j \geq \bar{Y}_i - W^{q}_{i,j}) < B - k_q - |I^{U_q}_{\ell - 1}| \}, \quad W^{q}_{i,j} = t_{N^q_1(\ell - 1), 1 - \alpha_S / M} S^{q}_{i,j} / \sqrt{N^q_1(\ell)}
\]
and
\[
S^{q}_{i,j} = \left[ \frac{1}{N^q_1(\ell - 1)} \sum_{h=1}^{N^q_1(\ell)} (Y_{ih} - Y_{jh} - (\bar{Y}_i - \bar{Y}_j))^2 \right]^{1/2}
\]
(b) Check stopping condition. If \( |I^L_\ell| = 1 \), then stops updating \( I^L_\ell \) for \( q = 1, 2 \). If either both surviving sets \( I^L_\ell \) and \( I^U_\ell \) have a single sample left or \( \ell = M \), the procedure moves to Phase II. Otherwise, assign additional \( n_0 R^{\ell - 1}(R - 1) \) replications to each sample in the surviving set \( I^q_\ell \), and run simulations.

Next \( \ell \).

By applying Theorem 3.4 and Bonferroni inequality, we can show that the surviving set obtained from this screening procedure, denoted by \( I^{M}_M \), includes the \( k_M \)th smallest sample with probability greater or equal to \( 1 - \alpha_S \): \( \text{Pr}(|k_M| \in I^{M}_M) \geq 1 - \alpha_S \) for \( q = 1, 2 \). It can be obtained by following the similar proof with Lemma 1 in Nelson et al. [2001].

3.2.2. Phase II: Estimation with Variance Reduction Technique. The sequential screening described in Section 3.2.1 could introduce the selection bias. For each sample in the surviving sets, \( b \in \{ I^L_{\tilde{b}} \cup I^U_{\tilde{b}} \} \), the sample means are biased, \( \text{E}(Y_b) \neq \mu_b \). Thus, the restart
is used to reduce the bias. Only sample variances $S^2_{b_i}$ are used to guide the remaining simulation budget allocation.

The number of replications allocated to surviving bootstrapped samples in Phase II, denoted by $N_2(b)$, is proportional to the sample variance

$$N_2(b) = (C - T) \frac{S^2_b}{\sum_{i \in (I_1 \cup I_2^b)} S^2_i}$$

(7)

where $T$ is the total budget used in Phase I, which is a function of $(B, n, R, M)$ and also depends on unknown $\mu(\cdot)$ and $\sigma_x(\cdot)$ at $\{F^{(1)}, F^{(2)}, \ldots, F^{(B)}\}$. Then, run simulations at each sample in the surviving sets. Based on the simulation results, we construct a $(1 - \alpha)100\%$ CI for the percentile $Q$ estimation with lower and upper bounds

$$C_L = \min_{b \in I^1_M} \left( \bar{Y}_b - t_{N_2(b) - 1 \cdot 1 - \frac{\alpha_E}{2}} \cdot \frac{S_b}{\sqrt{N_2(b)}} \right)$$

(8)

$$C_U = \max_{b \in I^2_M} \left( \bar{Y}_b + t_{N_2(b) - 1 \cdot 1 - \frac{\alpha_E}{2}} \cdot \frac{S_b}{\sqrt{N_2(b)}} \right)$$

(9)

where $\alpha_E$ is the significant level for the estimation phase. Since the CRN used in the screening phase could efficiently screen out the samples with mean responses slightly different with the order statistics $\mu_{[k]}$, we assume that the mean responses at samples in $I^2_M$ are close to $\mu_{[k]}$ for $q = 1, 2$. Thus, the budget allocation in Equation (7) could minimize the width of $(C_U - C_L)$.

When the simulation budget is tight and the mean responses at bootstrapped samples are also close to each other, there could exist many surviving samples in Phase II. To efficiently estimate the mean response $\mu_b$ for $b \in \{I^1_M \cup I^2_M\}$ and reduce the estimation variance, a variance reduction technique, the antithetic variate simulation algorithm [Hammersley and Morton 1956], is employed in the simulations. Specifically, let $N^2_2(b) = N_2(b)/2$ be an integer. At each $F^{(b)}$, let $Y_{b_i}$ and $\tilde{Y}_{b_i}$ denote the simulation outputs generated by the random streams following uniform distribution, denoted by $U_{b_i}$ and $1 - U_{b_i}$, for $i = 1, 2, \ldots, N^2_2(b)$. Then, Equations (8) and (9) become

$$C_L = \min_{b \in I^1_M} \left( \bar{Y}_b - t_{N^2_2(b) - 1 \cdot 1 - \frac{\alpha}{2}} \cdot \frac{S_{b,a}}{\sqrt{N^2_2(b)}} \right)$$

(10)

$$C_U = \max_{b \in I^2_M} \left( \bar{Y}_b + t_{N^2_2(b) - 1 \cdot 1 - \frac{\alpha}{2}} \cdot \frac{S_{b,a}}{\sqrt{N^2_2(b)}} \right)$$

(11)

where $S^2_{b,a} = \sum_{i=1}^{N^2_2(b)} \left( \frac{Y_{b_i} + \tilde{Y}_{b_i}}{2} - \bar{Y}_b \right)^2 / [N^2_2(b) - 1]$. Our empirical study indicates that it could obviously improve the percentile $Q$ estimation.

We can show that the interval $[C_L, C_U]$ obtained from Equations (10) and (11) satisfies Equation (2). We decompose the inner uncertainty significant level $\alpha_I$ into the parts for screening and estimation. Since the significant level used to screen for each $\mu_{[k]}$ with $q = 1, 2$ is $\alpha_S$, the total screening significant level is $2\alpha_S$. Theorem 3.5 shows that if $\alpha_I = 2\alpha_S + \alpha_E$, we can get $\Pr(\mu_{[k]} \in [C_L, C_U] | X_m) \geq 1 - \alpha_I$ for any $b \in F_C$. Then, $\Pr(Q \in [C_L, C_U] | X_m) \geq 1 - \alpha$ follows by applying Theorems 3.2 and 3.3. The detailed proof of Theorem 3.5 is provided in the online appendix.

**Theorem 3.5.** If $\alpha_I = 2\alpha_S + \alpha_E$, then the interval $[C_L, C_U]$ defined by Equations (10) and (11) satisfies $\Pr(\mu_{[k]} \in [C_L, C_U] | X_m) \geq 1 - \alpha_I$ for any $b \in F_C$. 
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3.3. An Adaptive Sequential Procedure

Given the simulation budget $C$, the sequential procedure described in Sections 3.1 and 3.2 delivers a CI for the percentile $Q$ estimation. This procedure is parameterized by $(B, n_0, R, M)$. The optimal parameters, denoted by $(B^*, n_0^*, R^*, M^*)$, minimizing $E(C_U - C_L | X_m)$ depend on the input uncertainty and also unknown $\mu(\cdot), \sigma^2(\cdot)$ at bootstrapped samples quantifying the input uncertainty. In this section, we introduce an adaptive sequential procedure that could find the optimal parameters. Specifically, we use part of simulation budget to run the initial simulations that could provide the information on the input uncertainty and $\mu(\cdot), \sigma^2(\cdot)$ at bootstrapped samples of input model. Then, by following the procedure in Sections 3.1 and 3.2, we can estimate the expected interval width $E(C_U - C_L | X_m)$ at any feasible $(B, n_0, R, M)$, which allows us to search for the optimal parameters $(B^*, n_0^*, R^*, M^*)$.

Our adaptive sequential procedure includes main steps as follows. In Step (1), we specify the significant levels $\alpha, \alpha_o, \alpha_S, \alpha_E$ and the ranges or the design space of $(B, n_0, R, M)$. The sensitivity study in Section 4.1.2 indicates that the performance of our approach is not sensitive to the choice of significant levels. In Step (2), for the initial simulations, we generate $B_0$ bootstrapped samples, run $n_{00}$ replications at each sample, and calculate the sample means and variances of simulation outputs, denoted by $\bar{Y}_0$ and $s^2_{00}$ with $i = 1, 2, \ldots, B_0$. Suppose that these $B_0$ samples provide the representative behaviors of the simulation outputs at bootstrapped samples so that we can estimate $\mu(\cdot)$ and $\sigma^2(\cdot)$ at any new generated bootstrapped sample. In Step (3), to estimate the performance of our sequential approach with any feasible parameters $(B, n_0, R, M)$, suppose that there are $B$ virtual bootstrapped samples of input model. We assign them to $B_0$ groups defined by sampling from the initial simulations with equal probabilities. Then, without running any additional simulations, we estimate the response mean and simulation estimation uncertainty at each virtual bootstrapped sample, and further construct the interval $[C_L, C_U]$ defined by Equations (10) and (11) by following the sequential procedure in Sections 3.1 and 3.2. Through repeating Step (3), we can estimate the mean and variance of the interval width $(C_U - C_L)$ at any $(B, n_0, R, M)$, which could be used to search for the optimal parameters $(B^*, n_0^*, R^*, M^*)$ in Step (5). After that, we generate additional $B^* - B_0$ bootstrapped samples of input models, and then by following the sequential procedure in Section 3.2 with parameters $(n_0^*, R^*, M^*)$, we can construct the interval $[C_L, C_U]$ accounting for both finite sampling and system response estimation uncertainty, which could efficiently use the simulation budget to improve the percentile $Q$ estimation.

1. Specify the significant levels $\alpha, \alpha_o, \alpha_S$ and $\alpha_E$. Specify the ranges for $(B, n_0, R, M)$.
2. Generate $B_0$ bootstrapped empirical distributions, assign $n_{00}$ replications to each distribution and run simulations. Then, record response means and variances, $\bar{Y}_0$, and $s^2_{00}$, with $i = 1, 2, \ldots, B_0$.
3. For any feasible setting $(B, n_0, M, R)$, assign $B$ virtual samples into $B_0$ groups by using a multinomial sampling with probability parameters $p_i = 1/B_0$ for $i = 1, 2, \ldots, B_0$. The group index of the $j$th sample associated to is $c_j \ i.i.d. \text{Multinomial}(p_1, p_2, \ldots, p_{B_0})$, for $j = 1, 2, \ldots, B$. Draw the response mean and variance for the $j$th sample, $\bar{Y}_j \sim N(\bar{Y}_{0c_j}, s^2_{0c_j}/n_0)$ and $s^2_j \sim S^2_{0c_j} \chi^2_{n_0-1}/(n_0-1)$. Follow the screening and estimation procedure in Section 3.2, construct $[C_L, C_U]$ defined by Equations (10) and (11), and record the interval width.
4. Repeat Step (3) to estimate the mean and variance of $(C_U - C_L)$.
5. Find the optimal parameters $(B^*, n_0^*, R^*, M^*)$ to minimize $E(C_U - C_L | X_m)$. 
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(6) Use the budget allocation obtained by the sequential procedure in Sections 3.2.1 and 3.2.2 with \((B^*, n_0^*, R^*, M^*)\) to estimate the percentile \(Q\) by \(\hat{Y}_{((1-B)B)}\) and return the interval \([C_L, C_U]\) quantifying the overall estimation uncertainty.

(a) Generate \(B^* \cdot B_0\) new bootstrapped samples of input model. Run \(n_0^*\) replications at each new generated sample and \(n_0^* - n_{00}\) additional replications at each existing sample.

(b) By following the sequential screening in Section 3.2.1 with parameters \((n_0^*, R^*, M^*)\) and then the estimation step in Section 3.2.2, construct the interval \([C_L, C_U]\) defined by Equations (10) and (11).

Here, we provide some guidance on choosing \(n_{00}\) and \(B_0\) for the initial simulations. For the situations with a tight simulation budget, we set them to be the smallest values of \(n_0\) and \(B\). The choice of \(n_0\) should make sure that the sample variance of simulation outputs provides a reasonable estimation of the simulation estimation uncertainty. Based on the literature on ranking and selection, the minimal number of replications is recommended to be 10 [Kim and Nelson 2007; Tsai et al. 2009]. Thus, we use \(n_{00} = 10\) in the empirical study. Since \(\sum_{b=1}^{B} I(\mu_b \geq Q)X_m \sim \text{Binomial}(B, \beta)\), in Section 3.1, we construct the interval \([\mu_{[k_1]}, \mu_{[k_2]}]\) to quantify the finite sampling error. If \(k_2 = B\), there is no bootstrapped sample \(\mu_b\) statistically larger than the percentile \(Q\). To have the representative behavior of the simulation outputs at bootstrapped samples of input model, the choice of \(B\) should guarantee that at least one bootstrapped samples fall in the \(\alpha_o/2\) right tail part,

\[
\sum_{b=0}^{1} \binom{B}{b} \beta^b (1 - \beta)^{B-b} < \frac{\alpha_o}{2}.
\]

Thus, \(B_0\) should be the smallest \(B\) satisfying Equation (12).

For the discrete optimization via simulation (DOvS) problem in Step (5), there are a variety of optimization algorithms that can be incorporated into our procedure to find the optimal parameters \((B^*, n_0^*, R^*, M^*)\) minimizing \(L(B, n_0, R, M) \equiv \text{E}(C_U - C_L|X_m)\), e.g., approaches proposed in Brooks [1958], Hong and Nelson [2006], Xu et al. [2010], Xu et al. [2013], Sun et al. [2014], and Hong et al. [2014]. To illustrate that the performance of our approach is robust to the choice of the optimization approaches, two of which are employed in our empirical study in Section 4. The first algorithm is the pure random search algorithm (PRS) [Brooks 1958]. It is simple and makes no assumption on the surface \(L(B, n_0, R, M)\). Specifically, we randomly generate \(N_s\) samples of \((B, n_0, R, M)\) covering the design space. At each sample, the expected CI width is estimated by following Steps (3)-(4) and the best one is recorded as the optimal solution. However, PRS may require large \(N_s\) to find a good solution except when \(L(B, n_0, R, M)\) is relatively flat around \((B^*, n_0^*, R^*, M^*)\) or the simulation budget \(C\) is tight. The second approach is Gaussian-Process based search (GPS) [Sun et al. 2014]. Unlike PRS, GPS requires some smoothness assumption on the unknown response surface \(L(B, n_0, R, M)\). We can estimate the expected CI width at a few well chosen design points by following the sequential procedure in Sections 3.2.1 and 3.2.2, and then build the fitted surface to predict the CI width at other untried points in the design space. This information could guide further search to the promising subregion. Thus, GPS includes main steps as follows [Sun et al. 2014].

1. Generate the initial design points evenly covering the design space for \((B, n_0, R, M)\).
   To have all prediction points located close to design points, a space-filling design, the orthogonal max-min Latin Hypercube Design (LHD), is used to select the design points [Liu and Staum 2010].

2. Fit or update the surface \(L(B, n_0, R, M)\).
(3) Calculate the posterior probability of being better than the current optimal solution, use it as the sampling distribution to draw new samples of \((B, n_0, R, M)\), and choose the point with the smallest expected CI width as the current optimal.

(4) Repeat Steps (2-3) and terminate the process if the number of iterations reaches the predetermined threshold or the maximum expected improvement is sufficiently small.

Since GPS exploits the relationship between the expected CI width at different settings \((B, n_0, R, M)\), it could make an effective use of the computational budget. However, there exist fitting issues when the response surface \(L(B, n_0, R, M)\) is relatively flat near the optimal; see Sun et al. [2014]. It is worth noting that other efficient algorithms can also apply in our procedure, such as the COMPASS algorithm. Interested readers are referred to Hong and Nelson [2006], Xu et al. [2010] and Xu et al. [2013] for further details.

The overhead cost introduced by our approach mainly comes from the sequential screening and the optimization search. It is polynomial in the simulation budget \(C\); see the derivation in the Appendix. The empirical study in Section 4 demonstrates that the average overhead cost takes about a few seconds for each simulation run. Since we consider the situations where each simulation run could be computationally expensive and the simulation budget is tight, the overhead cost is not dominating.

4. EMPIRICAL STUDY

In this section, we use an \(M/M/1\) queue and a stochastic activity network to study the performance of our sequential approach. To demonstrate our approach is compatible with various optimization techniques, we use GPS for the \(M/M/1\) queue in Section 4.1 and use PRS for the stochastic activity network in Section 4.2 to search for the optimal parameters \((B^*, n_0^*, R^*, M^*)\) for our sequential procedure.

4.1. An \(M/M/1\) Queue

We first use a tractable \(M/M/1\) queue to illustrate the performance of our approach. The customer arrival rate is \(\lambda c\) and the service rate is \(\theta c\). We are interested in the average number of customers in the system.

To evaluate our approach, we pretend that the distribution of service time is unknown and estimated from \(m\) i.i.d. service time data \(X_m = (X_1, X_2, \ldots, X_m)\), which are generated from the underlying true service distribution, \(\text{exp}(\theta c)\). We refer the observations as “real-world data.” Notice that the system under the bootstrapped empirical distribution for the service is in fact an \(M/G/1\) queue. By the Pollaczek-Khinchine formula, we can calculate the expected number of customers in the system at any bootstrapped sample of service distribution \(F(b) \sim F(|X_m)|\),

\[
\mu(F(b)) = \rho + \frac{\rho^2 + (\lambda c)^2 \text{Var}(X)}{2(1 - \rho)}
\]

(13)

where \(X\) denotes the service time with \(X \sim F(b)\) and \(\rho = \lambda c \text{E}(X)\) is the traffic intensity. Hence, the impact of the input uncertainty on the system performance estimates can be quantified by the \((1 - \beta)100\%\) percentile \(Q\) of the induced distribution of \(\mu(F(b))\) satisfying Equation (1).

Given a fixed simulation budget \(C\), we study the finite-sample performance of our approach to estimate the percentile \(Q\). In our experiments, at any \(F(b)\), we estimate the mean response \(\mu(F(b))\) by running simulations. The simulations start with an empty system. We set the warm-up length to be 500. To consider the situation where the simulation budget is tight and the simulation estimation uncertainty could be significant,
we set a short run length after the warm-up to be 50 for each replication. Here, the unit of warm-up and run length is defined based on the number of arrivals.

To evaluate the robustness of our approach, we examine the effects of the traffic intensity, the amount of real-world data, the percentile level for $Q$ and the simulation budget. We fix the service rate $\theta^e = 1$ in the experiments. We consider different levels of arrival rate $\lambda^e = 0.5, 0.7$, the amount of real-world data $m = 100, 500$, the significant level for input uncertainty $1 - \beta = 90\%, 95\%$, and the total simulation budget in terms of replications $C = 5000, 10000, 50000$.

We use the Monte Carlo approach to estimate the true percentile $Q$. To find the number of bootstrapped samples required to get a precise percentile estimation, denoted by $B_1$, we did a side experiment by running 10 macro-replications for arrival rate $\lambda^e = 0.5, 0.7$. Since $m = 500$ has less input uncertainty, we focus on cases with $m = 100$. In each macro-replication, we draw $m = 100$ independent real-world observations from underlying true distribution $F^e$, generate $B_1$ bootstrapped samples of service distribution, calculate the mean response at each bootstrapped sample by using Equation (13), and then estimate the percentile $Q$ by using the order statistics $\tilde{Q}_{B_1} = \mu_{(1 - \beta)B_1}$. We consider different number of bootstrapped samples and record the relative difference compared to the benchmark with $10^6$ bootstrapped samples, $\text{error} = |\tilde{Q}_{B_1} - Q|/Q$, where $Q$ denotes the percentile estimated by using $10^6$ bootstrapped samples. Suppose $10^6$ is large enough and the finite sample estimation error is negligible. The maximum relative error for different choices of $B_1$ obtained from 10 macro-replications is recorded in Table I with the unit to be percentage ($\%$). For simplicity, we suppress the percentage sign in all tables presented in the paper. We observe that $10^4$ achieves accuracy with the maximum relative error less than 0.2%. Balancing precision and computational cost, we use $B_1 = 10^5$ bootstrapped samples to estimate the true percentile $Q$ in our experiments.

It is worth mentioning that we occasionally encounter unstable systems with $\rho \geq 1$. To estimate the possibility getting the unstable bootstrapped system, we did a side experiment. We run 100 macro-replications for all combinations of $\lambda^e = 0.5, 0.7$ and $m = 100, 500$. In each macro-replication, we first draw $m$ independent real-world observations from the underlying true distribution, generate $10^5$ bootstrapped samples of input distribution and calculate the percentage of unstable bootstrapped samples. Based on results from 100 macro-replications, we can have mean and standard deviation (SD) of the percentage. When $m = 100$ and $\lambda^e = 0.7$, we have the average 0.24% unstable bootstrapped samples with SD equal to 0.8%, which is much smaller than $\beta$. The unstable issue is negligible for other cases. Given finite warm-up and run-length, the simulation outputs at unstable bootstrapped samples of input model are finite and they tend to larger than those at stable bootstrapped samples. Thus, we keep all unstable bootstrapped samples in the empirical study.

### 4.1.1. Comparing Our Approach with Direct Bootstrapping

Given a fixed simulation budget, we compare the performance of our approach and the direct bootstrapping. The absolute relative error of percentile $Q$ estimated by using our approach and direct bootstrapping is shown in Tables II-III when $1 - \beta = 90\%, 95\%$. For our approach, we

<table>
<thead>
<tr>
<th>Number of bootstrapped samples</th>
<th>$10^4$</th>
<th>$5 \times 10^4$</th>
<th>$10^5$</th>
<th>$5 \times 10^5$</th>
<th>$10^6$</th>
<th>$5 \times 10^6$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\lambda^e = 0.5, 1 - \beta = 90%$</td>
<td>0.87</td>
<td>0.44</td>
<td>0.23</td>
<td>0.15</td>
<td>0.09</td>
<td>0.04</td>
</tr>
<tr>
<td>$\lambda^e = 0.75, 1 - \beta = 95%$</td>
<td>0.75</td>
<td>0.67</td>
<td>0.50</td>
<td>0.17</td>
<td>0.09</td>
<td>0.06</td>
</tr>
<tr>
<td>$\lambda^e = 0.7, 1 - \beta = 90%$</td>
<td>1.36</td>
<td>0.81</td>
<td>0.46</td>
<td>0.33</td>
<td>0.15</td>
<td>0.10</td>
</tr>
<tr>
<td>$\lambda^e = 0.7, 1 - \beta = 95%$</td>
<td>2.28</td>
<td>2.12</td>
<td>1.27</td>
<td>0.43</td>
<td>0.19</td>
<td>0.14</td>
</tr>
</tbody>
</table>
our approach

<table>
<thead>
<tr>
<th>$\lambda^2$ = 0.5</th>
<th>our approach</th>
<th>direct bootstrap</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>mean</td>
<td>SE</td>
</tr>
<tr>
<td>$m = 100, C' = 5000$</td>
<td>6.6</td>
<td>0.35</td>
</tr>
<tr>
<td>$m = 100, C' = 10000$</td>
<td>6.2</td>
<td>0.34</td>
</tr>
<tr>
<td>$m = 100, C' = 50000$</td>
<td>5.3</td>
<td>0.31</td>
</tr>
<tr>
<td>$m = 500, C' = 5000$</td>
<td>9.3</td>
<td>0.21</td>
</tr>
<tr>
<td>$m = 500, C' = 10000$</td>
<td>7.7</td>
<td>0.17</td>
</tr>
<tr>
<td>$m = 500, C' = 50000$</td>
<td>5.5</td>
<td>0.36</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$\lambda^2$ = 0.7</th>
<th>our approach</th>
<th>direct bootstrap</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>mean</td>
<td>SE</td>
</tr>
<tr>
<td>$m = 100, C' = 5000$</td>
<td>10.9</td>
<td>0.84</td>
</tr>
<tr>
<td>$m = 100, C' = 10000$</td>
<td>9.8</td>
<td>0.66</td>
</tr>
<tr>
<td>$m = 100, C' = 50000$</td>
<td>9.1</td>
<td>0.53</td>
</tr>
<tr>
<td>$m = 500, C' = 5000$</td>
<td>11.1</td>
<td>0.60</td>
</tr>
<tr>
<td>$m = 500, C' = 10000$</td>
<td>10.7</td>
<td>0.31</td>
</tr>
<tr>
<td>$m = 500, C' = 50000$</td>
<td>7.8</td>
<td>0.37</td>
</tr>
</tbody>
</table>

set $\alpha = 0.05$ and split $\alpha$ into $\alpha_o = 0.02, \alpha_S = \alpha_E = 0.01$. Following the study in Nelson et al. [2001] and Boesel et al. [2003], we use the equal significant level for the screening and estimation. The study in Section 4.1.2 further indicates that the performance of our approach is not sensitive to the value of $\alpha$ and the decomposition to the inner and outer uncertainty. For the direct bootstrapping, we set $B = 1000$ and equally allocate the total budget $C$ to bootstrapped samples of input distribution.

In our approach, the parameters $(B, n_0, M, R)$ are optimized based on the information obtained from the initial simulations. The setting for initial simulations is: $B_0 = 200$ and $n_{00} = 10$. When we search for the optimal $(B, n_0, M, R)$, we set that $n_0$ can be chosen from $\{10, 20, 30, 40, 50\}$. Larger $n_0$ is infeasible for a tight budget. $M$ can be chosen from $\{1, 2, \ldots, 10\}$. For a tight budget, it is infeasible to do more than 10 screening iterations. Even for sufficient budget cases, if $M$ is too large, fewer systems can be screened out at each stage since the screening significant level for each stage $\alpha_S = \alpha_S/M$ decreases as $M$ becomes larger. And $R$ is chosen from $\{1, 1.1, 1.2, \ldots, 2\}$. Too large growth factor can lead to the screening procedure that may consume more than necessary in each stage. For $B$, the available choices are from $\{200, 225, \ldots, C/10\}$ since $B \geq B_0$. And any feasible choice $B$ cannot exceed $B = C/10$ because 10 is the smallest $n_0$ value.

GPS is used to search for the parameters of our sequential procedure. By following the "10d" rule in Jones et al. [1998], we use LHD to generate 40 initial design points to evenly cover the design space. We then follow the steps described in Section 3.3 to update the meta-model. The GPS search terminates when the number of feasible $(B, n_0, R, M)$ visited reaches 100, or the maximum expected improvement is less than 1%.

The results in Tables II-III are based on 100 macro-replications. In each macro-replication, we first generate $m$ real-world data from the underlying true service distribution, estimate the true percentile $Q$ by using $B_1$ bootstrapped samples and Equation (13). Then, run simulations and estimate the impact of input uncertainty by using our approach and the direct bootstrapping. We record the relative error for percentile $Q$ estimation: $error = |\bar{Y}_{(1-\beta)B} - Q|/Q$. Based on the results from 100 macro-replications, we can estimate the mean and standard error (SE) of relative error.

The conclusions obtained from Tables II-III are similar. Given a fixed amount of real-world data, as the simulation budget increases, the mean and SE of percentile $Q$ estimation error decrease by using either our approach or direct bootstrapping. Compared
to the direct bootstrapping, our approach has better and more robust performance. This advantage is more obvious when the simulation budget is tight. As the budget increases, the performance of both approaches becomes closer. For our approach, when the simulation budget is tight, e.g., \( C = 5000, 10000 \), the percentile estimation is better when \( m = 100 \) than when \( m = 500 \) because it is relatively easy to screen out samples when the input uncertainty is large and the system response at bootstrapped samples spreads out.

4.1.2. Sensitivity Analysis. In this section, we first study the effect of \( \alpha \) on the performance of our approach. Larger \( 1 - \alpha \) provides higher statistic guarantee that the true percentile \( Q \) is covered by the interval \([C_L, C_U]\). Smaller \( 1 - \alpha \) could lead to screening out samples of input model more easily so that surviving ones can receive more simulation resource. Here, we study the performance of our approach when \( 1 - \alpha = 90\%, 95\%, 99\% \). The decomposition rule remains fixed with \( \alpha_o = 2\alpha/5, \alpha_S = \alpha_E = \alpha/5 \). We set \( 1 - \beta = 95\% \). The results shown in Table IV are based on 100 macro-replications. They indicate that the performance of our approach is robust to the value of \( 1 - \alpha \). When \( C = 5000, 10000 \), all three settings with \( 1 - \alpha = 90\%, 95\%, 99\% \) have similar performance. When \( C = 50000 \), we observe that the setting with \( 1 - \alpha = 95\% \) performs slightly better than other two settings.

Then, we study the effect of significant level decomposition to the inner and outer uncertainty, \( \alpha = \alpha_o + \alpha_I \), on the performance of our approach. We consider two decompositions: Case (1) has \( \alpha_o = 2\alpha/5 \) and \( \alpha_I = 3\alpha/5 \); Case (2) has \( \alpha_o = 3\alpha/5 \) and \( \alpha_I = 2\alpha/5 \). Following the study in Nelson et al. [2001] and Boesel et al. [2003], we set \( \alpha_S = \alpha_E \). Here, we set \( 1 - \alpha = 95\% \) and \( 1 - \beta = 95\% \). Table V records the performance of our approach under these two cases. When \( C = 5000, 10000 \), the performances for both cases are not distinguishable. When \( C = 50000 \), Case (2) gives slightly worse performance. In sum, the performance of our approach is robust to the significant level decomposition.

### 4.2. A Stochastic Activity Network

In this section, we use a stochastic activity network in Fig.1 to study the performance of our approach. Suppose that the time required to complete arc (task) \( j \) is denoted by \( X_j \) with \( X_j \sim \exp(\theta^j) \) for \( j = 1, 2, \ldots, 5 \) and parameters \( \theta^j = (10, 5, 12, 11, 5) \). The time to finish the project, denoted by \( Y \), is defined as the longest path of the network.

<table>
<thead>
<tr>
<th>( \lambda^i = 0.5 )</th>
<th>our approach</th>
<th>direct bootstrap</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>mean</td>
<td>SE</td>
</tr>
<tr>
<td>( m = 100, C = 5000 )</td>
<td>6.8</td>
<td>0.37</td>
</tr>
<tr>
<td>( m = 100, C = 10000 )</td>
<td>6.3</td>
<td>0.36</td>
</tr>
<tr>
<td>( m = 100, C = 50000 )</td>
<td>4.2</td>
<td>0.31</td>
</tr>
<tr>
<td>( m = 500, C = 5000 )</td>
<td>11.1</td>
<td>0.31</td>
</tr>
<tr>
<td>( m = 500, C = 10000 )</td>
<td>7.4</td>
<td>0.2</td>
</tr>
<tr>
<td>( m = 500, C = 50000 )</td>
<td>4.6</td>
<td>0.15</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>( \lambda^i = 0.7 )</th>
<th>our approach</th>
<th>direct bootstrap</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>mean</td>
<td>SE</td>
</tr>
<tr>
<td>( m = 100, C = 5000 )</td>
<td>12.6</td>
<td>1.06</td>
</tr>
<tr>
<td>( m = 100, C = 10000 )</td>
<td>9.5</td>
<td>0.96</td>
</tr>
<tr>
<td>( m = 100, C = 50000 )</td>
<td>7.9</td>
<td>0.89</td>
</tr>
<tr>
<td>( m = 500, C = 5000 )</td>
<td>15.5</td>
<td>0.39</td>
</tr>
<tr>
<td>( m = 500, C = 10000 )</td>
<td>11.2</td>
<td>0.37</td>
</tr>
<tr>
<td>( m = 500, C = 50000 )</td>
<td>6.6</td>
<td>0.38</td>
</tr>
</tbody>
</table>
Table IV. The performance of our approach when $1 - \alpha = 90\%, 95\%, 99\%$ (in the unit %).

<table>
<thead>
<tr>
<th>$\lambda^2 = 0.5$</th>
<th>$1 - \alpha = 90%$</th>
<th>$1 - \alpha = 95%$</th>
<th>$1 - \alpha = 99%$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>mean</td>
<td>SE</td>
<td>mean</td>
</tr>
<tr>
<td>$m = 100, C = 5000$</td>
<td>7.1</td>
<td>0.38</td>
<td>6.8</td>
</tr>
<tr>
<td>$m = 100, C = 10000$</td>
<td>6.5</td>
<td>0.35</td>
<td>6.3</td>
</tr>
<tr>
<td>$m = 500, C = 50000$</td>
<td>6.0</td>
<td>0.46</td>
<td>4.2</td>
</tr>
<tr>
<td>$m = 500, C = 100000$</td>
<td>11.1</td>
<td>0.26</td>
<td>11.1</td>
</tr>
<tr>
<td>$m = 500, C = 500000$</td>
<td>8.7</td>
<td>0.23</td>
<td>7.4</td>
</tr>
<tr>
<td>$m = 500, C = 1000000$</td>
<td>6.4</td>
<td>0.49</td>
<td>4.6</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$\lambda^2 = 0.7$</th>
<th>$1 - \alpha = 90%$</th>
<th>$1 - \alpha = 95%$</th>
<th>$1 - \alpha = 99%$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>mean</td>
<td>SE</td>
<td>mean</td>
</tr>
<tr>
<td>$m = 100, C = 5000$</td>
<td>12.7</td>
<td>1.23</td>
<td>12.6</td>
</tr>
<tr>
<td>$m = 100, C = 10000$</td>
<td>11.6</td>
<td>0.99</td>
<td>9.5</td>
</tr>
<tr>
<td>$m = 100, C = 50000$</td>
<td>8.3</td>
<td>0.72</td>
<td>7.9</td>
</tr>
<tr>
<td>$m = 500, C = 50000$</td>
<td>15.2</td>
<td>0.4</td>
<td>15.5</td>
</tr>
<tr>
<td>$m = 500, C = 100000$</td>
<td>11.5</td>
<td>0.38</td>
<td>11.2</td>
</tr>
<tr>
<td>$m = 500, C = 500000$</td>
<td>7.8</td>
<td>0.39</td>
<td>6.6</td>
</tr>
</tbody>
</table>

Table V. The performance of our approach for different significant level decomposition (in the unit %).

<table>
<thead>
<tr>
<th>$\lambda^2 = 0.5$</th>
<th>Case (1)</th>
<th>Case (2)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>mean</td>
<td>SE</td>
</tr>
<tr>
<td>$m = 100, C = 5000$</td>
<td>6.8</td>
<td>0.37</td>
</tr>
<tr>
<td>$m = 100, C = 10000$</td>
<td>6.3</td>
<td>0.36</td>
</tr>
<tr>
<td>$m = 100, C = 50000$</td>
<td>4.2</td>
<td>0.31</td>
</tr>
<tr>
<td>$m = 500, C = 5000$</td>
<td>11.1</td>
<td>0.31</td>
</tr>
<tr>
<td>$m = 500, C = 10000$</td>
<td>7.4</td>
<td>0.2</td>
</tr>
<tr>
<td>$m = 500, C = 50000$</td>
<td>4.6</td>
<td>0.15</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$\lambda^2 = 0.7$</th>
<th>Case (1)</th>
<th>Case (2)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>mean</td>
<td>SE</td>
</tr>
<tr>
<td>$m = 100, C = 5000$</td>
<td>12.6</td>
<td>1.06</td>
</tr>
<tr>
<td>$m = 100, C = 10000$</td>
<td>9.5</td>
<td>0.96</td>
</tr>
<tr>
<td>$m = 100, C = 50000$</td>
<td>7.9</td>
<td>0.89</td>
</tr>
<tr>
<td>$m = 500, C = 5000$</td>
<td>15.5</td>
<td>0.39</td>
</tr>
<tr>
<td>$m = 500, C = 10000$</td>
<td>11.2</td>
<td>0.37</td>
</tr>
<tr>
<td>$m = 500, C = 50000$</td>
<td>6.6</td>
<td>0.38</td>
</tr>
</tbody>
</table>

$Y = \max(X_1 + X_2 + X_3, X_1 + X_4, X_3 + X_5)$. We are interested in the expected time to finish the project $E[Y]$.

To evaluate our approach, we pretend that the distributions for all five tasks are unknown and they are estimated by $m$ “real-world data” $X_m$ from underlying true distributions. The impact of the input uncertainty on the system performance estimates can be quantified by the $(1 - \beta)100\%$ percentile $Q$ of the induced distribution of $E[Y(F^{(b)})]$ with $F^{(b)} \sim F^{(\cdot | X_m)}$. To evaluate the robustness of our approach on the percentile $Q$ estimation, we consider the amount of real-world data $m = 100, 500$, the significant level for input uncertainty $1 - \beta = 90\%, 95\%$, and the simulation budget $C = 5000, 10000, 20000$.

Monte Carlo simulation is used to estimate the true percentile $Q$ in the experiments and a side experiment of 10 macro-replications is conducted to find $B_1$, the number of bootstrapped samples required to get a precise percentile estimation. Although $m = 500$ has less input uncertainty, it is more likely to generate the extreme observations, which could have a large impact on the system mean performance estimates. Thus, both $m = 100$ and $m = 500$ are considered. Specifically, in each macro-
replication, we draw $m$ real-world data, generate $B_1$ bootstrapped samples of input distributions, run $n$ replications at each bootstrapped sample, and use the sample mean $\hat{Y}_b = \bar{Y}(F^{(b)})$ to estimate $E[Y(F^{(b)})]$ for $b = 1, 2, \ldots, B_1$. The percentile $Q$ is estimated by the order statistics $\hat{Q}_{B_1} = \bar{Y}_{(1-\beta)B_1}$. We select the combination of $B_1 = 10,000$ and $n = 100,000$ as the benchmark. Then, for different combinations of $B_1$ and $n$, we record the maximum relative error with the unit to be percentage (%) obtained from 10 macro-replications in Table VI. Balancing precision and computational cost, we use $B_1 = 5,000$ and $n = 100,000$ to estimate the true percentile $Q$ in our experiments because it achieves accuracy with the maximum relative error less than 1% for situations that we consider.

4.2.1. Comparing Our Approach with Direct Bootstrapping. We first study the performance of our approach and the direct bootstrapping under a variety of budgets. The experimental settings are very similar to the $M/M/1$ queueing example in Section 4.1. For our approach, we let $\alpha = 0.05$ which is further decomposed into $\alpha_o = 0.02$, $\alpha_S = \alpha_E = 0.01$. We employ the pure random search method to find good parameters $(B, n_0, M, R)$ based on the initial simulations with $B_0 = 200$ and $n_{00} = 10$. The candidate pool is as follows: $n_0 \in \{10, 20, 30, 40, 50\}$, $M \in \{1, 2, 3, 10\}$ and $R \in \{1, 1.1, 1.2, \ldots, 2\}$. Since the slight change in $B$ does not have a significant impact on the accuracy, we select $B \in \{200, 250, \ldots, C/10\}$. The pure random search terminates and reports the best option it finds after 200 random searches. For the direct bootstrapping, we equally allocate the total budget $C$ to $B = 1000$ bootstrapped samples of input distributions.

The results of mean and SE of the absolute relative error for the percentile $Q$ estimation obtained from our approach and direct bootstrapping are shown in Tables VII-VIII. They are based on 100 macro-replications. We can observe that our approach performs much better than the direct bootstrapping in all cases. The precision of our approach improves quickly as the budget $C$ increases. It achieves remarkable accuracy with tight budget $C = 20,000$. Notice both our approach and the direct bootstrapping attain better accuracy when $m = 100$ due to the fact that $m = 500$ has a larger chance to obtain extreme observations.

4.2.2. Impact of the Number of Searches $N_s$. In this section, we study the effect of the number of searches $N_s$ used in the pure random search. In Section 4.2.1, we set the number of searches equal to 200, and here we set $N_s = 100$. Since $1 - \beta = 95\%$ quantile is more extreme than $1 - \beta = 90\%$ and more challenging to get accurate results, we only

Table VI. The maximum absolute relative difference for percentile $Q$ estimation (in the unit %).

<table>
<thead>
<tr>
<th>Number of bootstrapped samples $B_1$</th>
<th>1000</th>
<th>5000</th>
<th>10000</th>
</tr>
</thead>
<tbody>
<tr>
<td>Amount of simulations $n_{B_1}$</td>
<td>$10^3$</td>
<td>$10^4$</td>
<td>$10^5$</td>
</tr>
<tr>
<td>$m = 100, 1 - \beta = 90%$</td>
<td>7.8</td>
<td>1.4</td>
<td>0.8</td>
</tr>
<tr>
<td>$m = 100, 1 - \beta = 95%$</td>
<td>4.1</td>
<td>2.0</td>
<td>0.9</td>
</tr>
<tr>
<td>$m = 500, 1 - \beta = 90%$</td>
<td>8.5</td>
<td>2.5</td>
<td>0.9</td>
</tr>
<tr>
<td>$m = 500, 1 - \beta = 95%$</td>
<td>9.3</td>
<td>2.1</td>
<td>1.4</td>
</tr>
</tbody>
</table>

Fig. 1. A stochastic activity network
Here, we only report the overhead cost introduced by our approach since it is negligible. Table IX provides results of mean and SE of absolute relative error of the percentile $Q$ estimation when $N_s = 100, 200$. The results with $N_s = 100$ are only slightly worse than those with $N_s = 200$, which indicate that a good but not optimal ($B, n_0, R, M$) could be sufficient to make our approach efficient and accurate.

<table>
<thead>
<tr>
<th>$m$</th>
<th>$C = 5000$</th>
<th>$C = 10000$</th>
<th>$C = 20000$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$m = 100$, $C = 5000$</td>
<td>5.9</td>
<td>0.26</td>
<td>32.8</td>
</tr>
<tr>
<td>$m = 100$, $C = 10000$</td>
<td>2.5</td>
<td>0.16</td>
<td>26.3</td>
</tr>
<tr>
<td>$m = 100$, $C = 20000$</td>
<td>1.7</td>
<td>0.12</td>
<td>15.1</td>
</tr>
<tr>
<td>$m = 500$, $C = 5000$</td>
<td>14.4</td>
<td>0.31</td>
<td>40.0</td>
</tr>
<tr>
<td>$m = 500$, $C = 10000$</td>
<td>9.9</td>
<td>0.22</td>
<td>24.8</td>
</tr>
<tr>
<td>$m = 500$, $C = 20000$</td>
<td>6.3</td>
<td>0.18</td>
<td>16.0</td>
</tr>
</tbody>
</table>


consider $1 - \beta = 95\%$. Table IX provides results of mean and SE of absolute relative error of the percentile $Q$ estimation when $N_s = 100, 200$. The results with $N_s = 100$ are only slightly worse than those with $N_s = 200$, which indicate that a good but not optimal ($B, n_0, R, M$) could be sufficient to make our approach efficient and accurate.

4.3. The Overhead Cost

Here, we only report the overhead cost introduced by our approach since it is negligible for the direct bootstrapping. For the $M/M/1$ queue, the average overhead cost is 0.6, 1 and 2.4 seconds per simulation run for $C = 5000, 10000$ and $50000$ respectively. For the stochastic activity network example, the average overhead cost is 0.76, 0.8 and 1.2 seconds per simulation run for $C = 5000, 10000$ and $20000$ respectively. Thus, our approach requires a few seconds overhead cost per simulation run. In addition, as $C$ increases, the overhead cost also increases. This matches well with the conclusion that the overhead cost is $O(C^3)$; see the Appendix for the derivation.

For both $M/M/1$ queue and stochastic activity network examples, our approach provides a better estimation of the percentile $Q$ than the direct bootstrapping with the simulation budget doubled according to results in Tables II-III and VII-VIII. This indicates a clear advantage of our budget allocation approach even when its overhead cost takes half of the total computational resource. Thus, our approach is more preferable under the situations when each simulation run is computationally expensive (takes more than seconds) and the simulation budget is tight.
5. CONCLUSIONS
When we use simulation to assess the stochastic system performance, there exist both input and simulation estimation uncertainty in the performance estimates. The non-parametric bootstrap is used to quantify the input uncertainty, including both input distribution family and parameter value uncertainty. In this paper, we develop a sequential approach to efficiently propagate the input uncertainty to the output mean, while reducing the simulation estimation uncertainty. It can gradually explore the system performance at bootstrapped samples of input models, find the important samples that contribute the most to the percentile estimation and allocate more simulation resource there. Compared to the direct bootstrapping that equally allocates the simulation budget to all bootstrapped samples of input distributions, our approach demonstrates better and more robust performance, especially when the simulation budget is tight.
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PROOF. (THEOREM 3.1) Let $N(y) \equiv \sum_{b=1}^{B} 1(\mu_b \geq y)$. We first prove that the CI lower bound equals to the order statistics $\mu_{[k_1]}$. Define the set

$$S_L \equiv \left\{ y : \sum_{n=N(y)+1}^{B} \left( \frac{B}{n} \right) \beta^n (1 - \beta)^{B-n} \geq \frac{\alpha_o}{2} \right\}. \quad (14)$$

By Baysal and Staum [2008], the CI lower bound is $C_L^o = \inf S_L$. Define the set of sample order statistics satisfying the inequality in (14) as

$$S_1 \equiv \left\{ \mu_b \text{ with } b = 1, 2, \ldots, B : \sum_{n=N(\mu_b)+1}^{B} \left( \frac{B}{n} \right) \beta^n (1 - \beta)^{B-n} \geq \frac{\alpha_o}{2} \right\}$$

and $S_1 \subseteq S_L$. Let $k_1$ to be the smallest index such that the order statistics $\mu_{[k_1+1]} = \min S_1$. We claim that $C_L^o = \mu_{[k_1]}$.

We prove $C_L^o = \mu_{[k_1]}$ by contradiction. Since $\mu_{[k_1]}$ does not satisfy the inequality in (14), we have $C_L^o \geq \mu_{[k_1]}$. To prove $C_L^o = \mu_{[k_1]}$, we only need to show that $C_L^o > \mu_{[k_1]}$ does not hold. Assume $C_L^o > \mu_{[k_1]}$. Then, there exists $\bar{q}_1 \in \Re$ such that $\mu_{[k_1]} < \bar{q}_1 < C_L^o \leq \mu_{[k_1+1]}$. Since $N(\bar{q}_1) = N(\mu_{[k_1+1]}) = B - k_1$ and $\mu_{[k_1+1]} \in S_L$, we have $\bar{q}_1 \in S_L$, which contradicts with $C_L^o > \bar{q}_1$. Thus, $C_L^o = \mu_{[k_1]}$.

Similarly, we prove that the CI upper bound equals to the order statistics $\mu_{[k_2]}$. Define

$$S_U \equiv \left\{ y : \sum_{n=0}^{N(y)} \left( \frac{B}{n} \right) \beta^n (1 - \beta)^{B-n} \geq \frac{\alpha_o}{2} \right\}.$$

By Baysal and Staum [2008], we have $C_U^o = \sup S_U$. Define the set of sample order statistics as

$$S_2 \equiv \left\{ \mu_b \text{ with } b = 1, 2, \ldots, B : \sum_{n=0}^{N(\mu_b)} \left( \frac{B}{n} \right) \beta^n (1 - \beta)^{B-n} \geq \frac{\alpha_o}{2} \right\}$$

and $S_2 \subseteq S_U$. Let $k_2$ to be the largest index such that the order statistics $\mu_{[k_2]} = \max S_2$ and we also have $\mu_{[k_2]} \in S_U$. We claim that $C_U^o = \mu_{[k_2]}$.

Since $\mu_{[k_2]} \in S_U$, we have $C_U^o \geq \mu_{[k_2]}$. To show $C_U^o = \mu_{[k_2]}$, we only need to show that $C_U^o > \mu_{[k_2]}$ does not hold. We prove it by contradiction. Assume $C_U^o > \mu_{[k_2]}$. Then, there exists $\bar{q}_2 \in S_U$ such that $C_U^o > \bar{q}_2 > \mu_{[k_2]}$. If $\bar{q}_2 \geq \mu_{[k_2+1]}$, it is evident that $N(\bar{q}_2) \leq N(\mu_{[k_2+1]})$. If $\mu_{[k_2]} < \bar{q}_2 < \mu_{[k_2+1]}$, we have $N(\bar{q}_2) = N(\mu_{[k_2+1]}) = B - k_2$. For both cases, since $\bar{q}_2 \in S_U$, we have $\mu_{[k_2+1]} \in S_U$ and $\mu_{[k_2+1]} \leq \mu_{[k_2]} \in S_2$. Since $k_2$ is the largest index in $S_2$, there is a contradiction. Therefore, $\mu_{[k_2]} = C_U^o$. \qed
Proof. (Theorem 3.2) Since $\mu_{[k_1]} \geq \mu_{[b]} \geq \mu_{[k_1]}$ for $b = k_1, k_1 + 1, \ldots, k_2$, we have $P(\mu_{[b]} \in [C_L, +\infty)) \geq 1 - \alpha_I / 2$. Similarly, we have $P(\mu_{[b]} \in (-\infty, C_U]) \geq 1 - \alpha_I / 2$. Thus, $P(\mu_{[b]} \in [C_L, C_U]) \geq 1 - \alpha_I$ for all $b \in \mathcal{F}_C$.

Proof. (Theorem 3.3)

\[
P(Q \in [C_L, C_U]|X_m) \geq P(Q \in [\mu_{[k_1]}, \mu_{[k_2]}] \text{ and } \mu_{[b]} \in [C_L, C_U] \text{ for } b = k_1, k_1 + 1, \ldots, k_2|X_m)
\]

\[
\geq 1 - P(Q \notin [\mu_{[k_1]}, \mu_{[k_2]}]|X_m) - P(\mu_{[b]} \notin [C_L, C_U] \text{ for } b = k_1, k_1 + 1, \ldots, k_2|X_m) = 1 - \alpha - \alpha_I = 1 - \alpha.
\]

Step (15) follows by applying the Bonferroni inequality and Step (16) follows by applying Theorems 3.1 and 3.2.

Proof. (Theorem 3.4) Define

\[
A_1 = \{ \text{ all } j \neq [k_q] \text{ with } \mu_j \leq \mu_{[k_q]} : \bar{Y}_j \leq \bar{Y}_{[k_q]} + W_{[k_q], j} \}
\]

\[
A_2 = \{ \text{ all } j \neq [k_q] \text{ with } \mu_j \geq \mu_{[k_q]} : \bar{Y}_j \geq \bar{Y}_{[k_q]} - W_{[k_q], j} \}.
\]

Let $A = A_1 \cap A_2$. Since $A \subseteq \{ [k_q] \in I^q \}$, to prove $\Pr([k_q] \in I^q) \geq 1 - \alpha_S$, we only need to show $\Pr(A) \geq 1 - \alpha_S$. We have

\[
\Pr(A_1^c) = \Pr(\exists j \neq [k_q] \text{ with } \mu_j \leq \mu_{[k_q]} : \bar{Y}_j > \bar{Y}_{[k_q]} + W_{[k_q], j})
\]

\[
= \Pr\left( \bigcup_{j \neq [k_q]: \mu_j \leq \mu_{[k_q]}} \{ \bar{Y}_j > \bar{Y}_{[k_q]} + W_{[k_q], j} \} \right)
\]

\[
\leq \sum_{j \neq [k_q]: \mu_j \leq \mu_{[k_q]}} \Pr(\bar{Y}_j > \bar{Y}_{[k_q]} + W_{[k_q], j})
\]

\[
= \sum_{j \neq [k_q]: \mu_j \leq \mu_{[k_q]}} \Pr\left( \frac{\bar{Y}_j - \bar{Y}_{[k_q]} - (\mu_j - \mu_{[k_q]})}{S_{[k_q], j}/\sqrt{n}} > \frac{W_{[k_q], j} + (\mu_{[k_q]} - \mu_j)}{S_{[k_q], j}/\sqrt{n}} \right)
\]

\[
\leq \sum_{j \neq [k_q]: \mu_j \leq \mu_{[k_q]}} \Pr\left( \frac{\bar{Y}_j - \bar{Y}_{[k_q]} - (\mu_j - \mu_{[k_q]})}{S_{[k_q], j}/\sqrt{n}} > t_{n-1,1-\frac{\alpha_S}{B-1}} \right)
\]

\[
\leq (k_q - 1) \cdot \frac{\alpha_S}{B-1}.
\]

Similarly, we can have $\Pr(A_2^c) = (B - k_q) \cdot \alpha_S/(B - 1)$. Therefore,

\[
\Pr([k_q] \in I^q) \geq \Pr(A)
\]

\[
\geq 1 - \Pr(A_1^c) - \Pr(A_2^c)
\]

\[
= 1 - (k_q - 1) \cdot \frac{\alpha_S}{B-1} - (B - k_q) \cdot \frac{\alpha_S}{B-1}
\]

\[
= 1 - \alpha_S.
\]
Step (17) follows by applying the Bonferroni inequality. Thus, \( \text{Pr}([k_q] \in I^q) \geq 1 - \alpha_S \) for \( q = 1, 2 \).

**Proof.** (Theorem 3.5) In Section 3.2.2, we construct the CI for the quantile \( Q \),

\[
[C_L, C_U] = \left[ \min_{b \in I_M^1} \left( \bar{Y}_b - t_{N_2'(b)} - 1, 1 - \frac{a_E}{2} \cdot \frac{S_{b,a}}{\sqrt{N_2'(b)}} \right), \max_{b \in I_M^1} \left( \bar{Y}_b + t_{N_2'(b)} - 1, 1 - \frac{a_E}{2} \cdot \frac{S_{b,a}}{\sqrt{N_2'(b)}} \right) \right].
\]

For the notation simplification, we drop conditional on \( X_m \) in the following proof. We first consider \( \mu_{[k_1]} \) and \( \mu_{[k_2]} \),

\[
\text{Pr} \left\{ \mu_{[k_1]} \geq \min_{b \in I_M^1} \left( \bar{Y}_b - t_{N_2'(b)} - 1, 1 - \frac{a_E}{2} \cdot \frac{S_{b,a}}{\sqrt{N_2'(b)}} \right) \right\} \\
\geq \text{Pr} \left\{ [k_1] \in I_M^1 \text{ and } \mu_{[k_1]} \geq \min_{b \in I_M^1} \left( \bar{Y}_b - t_{N_2'(b)} - 1, 1 - \frac{a_E}{2} \cdot \frac{S_{b,a}}{\sqrt{N_2'(b)}} \right) \right\} \\
\geq \text{Pr} \left\{ [k_1] \in I_M^1 \text{ and } \mu_{[k_1]} \geq \bar{Y}_{[k_1]} - t_{N_2'(|k_1|)} - 1, 1 - \frac{a_E}{2} \cdot \frac{S_{[k_1],a}}{\sqrt{N_2'(|k_1|)}} \right\} \\
\geq 1 - \text{Pr} \left\{ ([k_1] \notin I_M^1) \right\} - \text{Pr} \left\{ \mu_{[k_1]} < \bar{Y}_{[k_1]} - t_{N_2'(|k_1|)} - 1, 1 - \frac{a_E}{2} \cdot \frac{S_{[k_1],a}}{\sqrt{N_2'(|k_1|)}} \right\} \\
\geq 1 - \alpha_S - \frac{\alpha_E}{2},
\]

and

\[
\text{Pr} \left\{ \mu_{[k_2]} \leq \max_{b \in I_M^1} \left( \bar{Y}_b + t_{N_2'(b)} - 1, 1 - \frac{a_E}{2} \cdot \frac{S_{b,a}}{\sqrt{N_2'(b)}} \right) \right\} \\
\geq \text{Pr} \left\{ [k_2] \in I_M^1 \text{ and } \mu_{[k_2]} \leq \max_{b \in I_M^1} \left( \bar{Y}_b + t_{N_2'(b)} - 1, 1 - \frac{a_E}{2} \cdot \frac{S_{b,a}}{\sqrt{N_2'(b)}} \right) \right\} \\
\geq \text{Pr} \left\{ [k_2] \in I_M^1 \text{ and } \mu_{[k_2]} \leq \bar{Y}_{[k_2]} + t_{N_2'(|k_2|)} - 1, 1 - \frac{a_E}{2} \cdot \frac{S_{[k_2],a}}{\sqrt{N_2'(|k_2|)}} \right\} \\
\geq 1 - \text{Pr} \left\{ ([k_2] \notin I_M^1) \right\} - \text{Pr} \left\{ \mu_{[k_2]} > \bar{Y}_{[k_2]} + t_{N_2'(|k_2|)} - 1, 1 - \frac{a_E}{2} \cdot \frac{S_{[k_2],a}}{\sqrt{N_2'(|k_2|)}} \right\} \\
\geq 1 - \alpha_S - \frac{\alpha_E}{2}.
\]

Thus, for any \( b = k_1, k_1 + 1, \ldots, k_2 \), since \( \mu_{[k_1]} \leq \mu_{b} \leq \mu_{[k_2]} \),

\[
\text{Pr} \left\{ \mu_{b} \geq \min_{i \in I_M^1} \left( \bar{Y}_i - t_{N_2'(i)} - 1, 1 - \frac{a_E}{2} \cdot \frac{S_{i,a}}{\sqrt{N_2'(i)}} \right) \right\} \\
\geq \text{Pr} \left\{ \mu_{[k_1]} \geq \min_{i \in I_M^1} \left( \bar{Y}_i - t_{N_2'(i)} - 1, 1 - \frac{a_E}{2} \cdot \frac{S_{i,a}}{\sqrt{N_2'(i)}} \right) \right\} \\
\geq 1 - \alpha_S - \frac{\alpha_E}{2},
\]
and
\[
\Pr \left\{ \mu_{[b]} \leq \max_{i \in I^*_N} \left( \bar{Y}_i + t_{N^*_2(i)-1,1-\frac{\alpha_E}{2}} \cdot \frac{S_{i,a}}{\sqrt{N^*_2(i)}} \right) \right\} \\
\geq \Pr \left\{ \mu_{[k_2]} \leq \max_{i \in I^*_N} \left( \bar{Y}_i + t_{N^*_2(i)-1,1-\frac{\alpha_E}{2}} \cdot \frac{S_{i,a}}{\sqrt{N^*_2(i)}} \right) \right\} \\
\geq 1 - \alpha_S - \frac{\alpha_E}{2}.
\]

Thus, for any \( b = k_1, k_1 + 1, \ldots, k_2 \), we have
\[
\Pr(\mu_{[b]} \in [C_L, C_U]|X_m) \geq 1 - \alpha_S - \frac{\alpha_E}{2} - \alpha_S - \frac{\alpha_E}{2} = 1 - \alpha_I. \quad \square
\]

**Proof.** (OVERHEAD COST OF OUR SEQUENTIAL APPROACH)

Screening and optimization search play dominant roles in the overhead computational cost introduced by our sequential approach. We first calculate the cost caused by the sequential screening. Let \( c_S \) be the total number of operations incurred from two-sided statistical tests,

\[
c_S \leq n_t \cdot c_t
\]

where \( c_t \) is the maximum number of operations incurred from a single test and \( n_t \) is the maximum number of tests performed during the screening procedure. In the \( t \)th iteration, to determine if sample \( i \in I^*_N \) should be remained in the surviving set \( I^*_N \), we do \(|I^*_N| - 1 \) pairwise comparisons with all other samples in \( I^*_N \) for \( q = 1, 2 \). The number of pairwise comparison is bounded by \( B \). For each pairwise comparison, the dominant cost is to calculate the sample covariance

\[
S_{ij}^2 = \frac{1}{N^*_1(q)-1} \sum_{h=1}^{N^*_1(q)} (Y_{ih} - Y_{jh} - (\bar{Y}_i - \bar{Y}_j))^2
\]

with \( i, j \in I^*_N \), which requires \( O(C) \) multiplications. Therefore, we can get \( c_t = O(BC^2) \).

We further calculate \( n_t \). The total number of statistical tests performed in the \( t \)th iteration is \( |I^*_N| + |I^*_N| \). Before these tests, \( N^*_1(q) - N^*_1(q-1) \) new simulation replications are allocated to each surviving sample. It indicates that the total number of replications consumed is \((N^*_1(q) - N^*_1(q-1))(|I^*_N| + |I^*_N|)\), and for a new statistical test, \((N^*_1(q) - N^*_1(q-1))\) new replications would be used, which is at least one. Thus, \( n_t \leq C \). Plugging these results into (18), we get \( c_S = O(BC^2) \). Since \( B \leq C/10 \), the total cost required in the screening procedure is \( c_S = O(C^3) \) multiplications.

Next, we consider the overhead cost introduced by our adaptive sequential approach including the optimization search. For simplification, we only consider the pure random search algorithm. The overhead cost required by the optimization search, denoted by \( c_O \), is

\[
c_O \leq n_o \cdot c_S \leq n_c \cdot c_S
\]

where \( n_o \) is the number of candidates \( (B, n_0, R, M) \) visited and \( n_c \) is the total number of candidates under consideration given a tight budget \( C \). Since it is desirable to keep the initial allocation \( n_0 \) small so that we can quickly screen out bootstrapped samples that are extremely unlikely to contribute to the percentile \( Q \) estimation [Lesnevski et al. 2007], we let \( n_0 \in \{10, 20, 30, 40, 50\} \). Since [Lesnevski et al. 2008] recommended the growth factor in the range 1.2 to 2, and the performance does not improve much by altering the choice, we slightly extend the range and let \( R \in \{1.1, 1.2, \ldots, 2\} \). Since our numerical study indicates that it is either infeasible or detrimental to have too large \( M \), we let \( M \in \{1, 2, \ldots, 10\} \). The choice of \( B \) is at most \( C/10 \). Thus, \( n_c \) is at most polynomial in \( C \). Combining with \( n_S = O(C^3) \), the overhead cost \( c_O \) introduced by our adaptive sequential approach is also polynomial in \( C \). \quad \square